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This thesis presents the design of a 449 MHz radar for wind profiling, with a focus on modularity, antenna sidelobe reduction, and solid-state transmitter design. It is one of the first wind profiler radars to use low-cost LDMOS power amplifiers combined with spaced antennas. The system is portable and designed for 2-3 month deployments. The transmitter power amplifier consists of multiple 1-kW peak power modules which feed 54 antenna elements arranged in a hexagonal array, scalable directly to 126 elements. The power amplifier is operated in pulsed mode with a 10% duty cycle at 63% drain efficiency. The antenna array is designed to have low sidelobes, confirmed by measurements. The radar was operated in Boulder, Colorado and Salt Lake City, Utah. Atmospheric wind vertical and horizontal components at altitudes between 200m and 4km were calculated from the collected atmospheric return signals.

Sidelobe reduction of the antenna array pattern is explored to reduce the effects of ground or sea clutter. Simulations are performed for various shapes of compact clutter fences for the 915-MHz beam-steering Doppler radar and the 449-MHz spaced antenna interferometric radar. It is shown that minimal low-cost hardware modifications to existing compact ground planes of 915-MHz beam-steering radar allow for reduction of sidelobes of up to 5dB. The results obtained on a single beam-steering array are extended to the 449 MHz triple hexagonal array spaced antenna interferometric radar. Cross-correlation, transmit beamwidth, and sidelobe levels are evaluated for various clutter fence configurations and array spacings. The resulting sidelobes are as much as 10 dB below those without a clutter fence and can be incorporated into existing and future 915 and 449 MHz wind profiler systems with minimal hardware modifications.
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Chapter 1

Introduction

1.1 The Atmosphere and Atmospheric Measurements

This topic of this thesis is a 449 MHz radar system for atmospheric wind profiling. Wind profiler radars are used to observe the horizontal and vertical wind direction and velocity from ground level up to an altitude of 10-15 km depending on the system characteristics. Figure 1.1 shows the altitudes of various layers of the atmosphere. The jet stream is typically between 7-16 km. The planetary boundary layer is the lowest part of the atmosphere and it is influenced by the Earth surface. Boundary layer wind profilers typically observe winds in the atmosphere between 0-4 km.

Figure 1.1. The Earth atmosphere with labeled altitudes and typical temperatures [1].
Wind profilers primarily observe horizontal winds at every altitude within their range. Large permanent wind profilers at 50 MHz and 449 MHz can observe winds up to about 17 km. An example of wind profiler data is given in Figure 1.2.

Figure 1.2. Example of wind profiler data from the Granada, Colorado station of the NOAA National Profiler Network.

This data is provided by the NOAA National Profiler Network which consists of about 20 permanent wind profiler installations. The data is displayed in a plot of altitude in km vs. time in hours for April 16, 2011 at the Granada, Colorado station in southeast Colorado. The horizontal wind data at each altitude is displayed as a wind barb. The wind velocity is indicated by the color code and also by the number of segments at the end of the barb. For example, red barbs are 45 m/s, blue barbs are 15 m/s. Figure 1.3 shows an example wind barb. This example wind barb shows a 15 m/s wind from the Northeast. The tail of the barb indicates the direction the wind is coming from.

Figure 1.3. Example of a wind barb showing a 15 m/s wind from the Northeast.
Uses for wind profiler data include improving forecast models, improving climate models, and air pollution studies. An example of wind profiler data use is given in Figure 1.4 from Benjamin et al.[2]. The figure shows a three hour precipitation forecast using the Rapid Update Cycle (RUC) model over the Kansas and Oklahoma area between 03-06UT on 9 Feb 2001. On the left is the forecast model run with wind profiler and on the right is without wind profiler data. The color scale indicates precipitation in mm. There is a significant difference of about 5 mm in forecasted precipitation in some areas of Kansas and Oklahoma.

![Figure 1.4. Rapid Update Cycle (RUC) 3h precipitation forecast run with profiler data (left) and without (right), 03-06 UT, 9 Feb 2001 [2]](image)

The basic atmospheric measurements that can be recorded by any instrument are temperature, pressure, humidity, precipitation, and wind. The gold standard for measuring these parameters is the radiosonde, which most people know as the weather balloon, Figure 1.5. There is a worldwide network of stations that launch at least one or two radiosondes per day. The radiosonde has pressure, temperature, and humidity sensors contained in an instrument package attached to the balloon. Since the horizontal velocity of the balloon is equal to the wind speed, a GPS receiver within the instrument package allows computation of the horizontal winds at each altitude. This method is labor and resource intensive however, and does not provide a continuous profile like wind profiler radar.
1.2 Existing Atmospheric Radars and Principles

The most common weather radar in the United States is the WSR-88D NEXRAD Radar. It operates in the 2.7-3.0 GHz band with a 750 kW transmit power. The radar scans in azimuth from 0-20 degrees in elevation. The target for this radar is Rayleigh scatter from precipitation. The return signal for a NEXRAD radar is 30-40 dB above that of clear air winds. Probably 90% of the atmospheric radar data the public sees is of this type. Figure 1.6 shows a picture of a NEXRAD radar tower and a map of base reflectivity of a Colorado storm in April 2011.

The most common wind profiler radars are similar to the Vaisala LAP-3000. This radar operates at 915 MHz, with a 500W transmit power using a 2m x 2m square patch array. This radar can detect winds from 120m to 4km. The major users of this system are NOAA, the FAA, airports, and air pollution organizations. This system commonly includes a clutter fence and a Radio Acoustic Sounding System (RASS). A picture of this system is shown in Figure 1.7.

The existing wind profiler systems at NCAR consist of three deployable boundary layer 915 MHz wind profilers shown in Figure 1.8. These portable systems provide winds up to about 3km, with 60-100m height resolution and 30
minute time resolution. The wind profiler radars are part of a larger deployable instrument called the Integrated Sounding System, first described by Parsons et al. [98] which includes a GPS-based radiosonde station and a surface meteorological station. The existing Multiple Antenna Profiler Radar (MAPR) uses a spaced antenna method for detecting horizontal winds. This system is capable of 1 minute time resolution because the radar beam is focused in a single location. The Mobile Integrated Sounding System (MISS), is capable of rapid deployment with only a 1 hour setup time.

Figure 1.6. NEXRAD radar. Left: tower with radome. Right: map of base reflectivity of a Colorado storm in April 2011.
Figure 1.7. The most common wind profiler radar which is used to observe the boundary layer. This radar operates at 915 MHz with a transmit power of 500W and a 2m x 2m square patch antenna array.
Figure 1.8. Existing wind profiler radars at NCAR. All of the existing systems operate at 915 MHz. (a) The Mobile Integrated Sounding System (MISS). (b) The Multiple Antenna Profiler Radar (MAPR) uses the spaced antenna method. (c) The Integrated Sounding System (ISS).
The primary target of a wind profiler radar is atmospheric turbulence. An illustration of atmospheric turbulence eddies is given in Figure 1.9. Energy is fed into the turbulent eddies at the outer scale (~1 – 100 m), $L_o$. When eddies become less than the inner scale $l_i$ (~1 cm) viscosity becomes significant and the energy is dissipated into heat [3-4,99]. The inner scale becomes larger with colder temperatures (air is more viscous).

Bragg scatter occurs when refractive index gradients with a size of half of the radar wavelength will scatter with constructive interference as illustrated in Figure 1.10. Because $\lambda=66$ cm, we are most sensitive to the 33 cm scale. For the 915 MHz wind profilers $\lambda/2$ is 16 cm (getting close to inner scale). Because the inner scale becomes larger with colder temperatures, longer wavelength 449 or 50 MHz radars will work better in cold conditions.

The atmospheric refractive index determines the degree to which scatter will be produced by a turbulent eddy. Atmospheric refractive index is given by [3,100]:

$$n = 1 + \frac{77.6 \times 10^{-6} p}{T} + \frac{.373 e}{T^2} \frac{N_e}{2N_c}$$

Where $p$ is the atmospheric pressure in millibars, $T$ is the temperature in K, $e$ is the partial pressure of water vapor in millibars, $N_e$ is the number density of electrons, $N_c$ is the critical plasma density ($N_e/N_c$ is only significant above 50 km). The term on the left is called the dry term and the term on the right is the wet term. Table 1.1 gives example

---

Figure 1.9. Diagram of atmospheric turbulence eddies illustrating the inner scale and the outer scale [3-4].
values of these parameters. Figure 1.11 shows how a single turbulence eddy forms a refractive index gradient. Note that volume Bragg scatter is not sensitive to polarization, so the orientation of the antenna polarization with respect to the prevailing winds is not an issue.

Figure 1.10. Diagram of a single turbulent eddy illustrating Bragg scatter at the distance of half a wavelength.

Table 1.1: Example values for parameters in the atmospheric refractive index equation

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Example value</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>290K</td>
</tr>
<tr>
<td>p</td>
<td>1013 mb</td>
</tr>
<tr>
<td>e</td>
<td>10.2 mb</td>
</tr>
<tr>
<td>n</td>
<td>1.0003 (sea level), 1.00026 (1 km)</td>
</tr>
</tbody>
</table>
Another consideration is how strong the backscatter signal from wind will be relative to backscatter from precipitation. In general, with higher frequency, wind profilers become more sensitive to precipitation. Figure 1.12 from Ralph [23] shows this relationship. Bragg scatter is only weakly dependent on wavelength ($\lambda^{-1/3}$), but Rayleigh scatter from precipitation is strongly dependent on wavelength ($\lambda^{-4}$).

Figure 1.11. Diagram illustrating how a single turbulent eddy forms a refractive index gradient.

Figure 1.12. Relative level of precipitation backscatter vs. turbulence backscatter from winds from Ralph [23]. Solid lines show the amount of Bragg scatter that is equivalent to a given amount of Rayleigh scatter.
Figure 1.12 shows that for a $C_n^2$ aof about 10-15, the Bragg scatter signal will be equivalent to a -10 dBZ precipitation signal at 915 MHz, while at 404 MHz the Bragg scatter signal will be equivalent to a 0 dBZ precipitation signal. A conversion between rainfall rate and dBZ is also shown on the chart. This means that at 915 MHz the precipitation signal will be stronger and could make the Bragg scatter signal more difficult to detect than at 404 or 449 MHz.

The spatial variation of the refractive index gradient contributes directly to system Signal to Noise Ratio (SNR). SNR for wind profilers has been well studied [5]. The single pulse radar equation for SNR for Bragg scatter from a clear air target can be written as:

$$SNR = \frac{0.21 P_t \varepsilon_a A \Delta R^2}{4 \lambda^{\frac{3}{2}} \varepsilon c R^2 L T_{sys}^{\frac{1}{2}} C_n^2} \propto P_t A,$$

where $P_t$ is the transmitted power, $\varepsilon_a$ is the aperture efficiency, $A$ is the area of the antenna, $\Delta R$ is the range resolution, $R$ is the range to the target, $L$ is cable losses, $T_{sys}$ is the system noise temperature, and $C_n^2$ is the refractive index structure parameter. It can be seen from the equation that going from 915 MHz to 449 MHz, we get 4 times the signal for an antenna with the same gain.

About 90% of wind profilers use a technique called Doppler Beam Steering [6]. An actively phased array or three antennas pointed in different directions can be used for this method. Figure 1.12(a) shows a diagram of a phased array wind profiler illustrating the three beams necessary to obtain a horizontal wind vector at each altitude. Wind profilers traditionally use a “high mode” with a long pulse for higher altitude coverage and a “low mode” with a short pulse for lower coverage with better height resolution. Figure 1.12(b) shows a picture of a Degreane Horizon wind profiler that uses three separate antenna arrays to observe the horizontal wind vector. This method allows for a simpler hardware design with no phase shifters, but with a larger overall system size.
Figure 1.12. An illustration of Doppler Beam Steering (DBS) operation of a wind profiler radar. (a) The phased array points the beam in three different directions [6]. (b) Three different antennas are oriented in three different directions [7].
For the Doppler Beam Steering systems, the horizontal wind velocity is computed at each altitude. Referring to Figure 1.13 from Vaisala, Inc. [8], the equations for determining velocity are below. Where \( w = -V_z \) is the vertical velocity determined directly from the Doppler shift of the vertical beam. \( u \) is the horizontal velocity in the x direction, and \( v \) is the horizontal velocity in the y direction.

\[
\begin{align*}
    u &= \left( V_x - V_z \sin \theta_x \sin \theta_z \cos \theta_y \right) - \left( V_y - V_z \sin \theta_y \sin \theta_z \cos \theta_x \right) \\
    v &= \left( V_x - V_z \sin \theta_x \cos \theta_z \cos \theta_y \right) - \left( V_y - V_z \sin \theta_y \cos \theta_z \cos \theta_x \right) \\
    w &= -V_z
\end{align*}
\]

Figure 1.13. Doppler Beam Steering (DBS) horizontal wind computation [8].
The spaced antenna method is another method of wind profiler radar which involves 3 or more spaced receivers. The horizontal winds are calculated using cross-correlation between the signals from each of the receivers. The spaced antenna method is good for rapidly changing conditions like fronts and atmospheric gravity waves. The antennas always point at zenith, which has the benefit of not requiring phase shifters. Figure 1.14 from Cohn et al. shows Bragg scatter over 4 spaced receivers like the MAPR system [9,10].

![Figure 1.14. An illustration of spaced antenna (SA) operation of a wind profiler radar. Four spaced receivers are able to observe the horizontal wind as in the MAPR system from Cohn et al.[9,10].](image)

Each receiver receives a time series of backscattered signals that is delayed in proportion to the velocity. Cross-correlations are computed between each receiver signal. Since the distance between receivers is known, the time lag between receiver pairs allows computation of the horizontal wind velocity. Figure 1.15 shows all baselines of the MAPR system and an example of the time lag between receivers.

To provide a historical background to wind profiler radar, early experiments demonstrating profiling of atmospheric winds will be reviewed. One of the earliest measurements of atmospheric winds was at the Jicamarca Radar in Peru, Figure 1.16 [102]. This radar was originally built for ionospheric studies in the 1960s. It operates at 50 MHz with a transmit power of 1.5 MW and an array of 18,432 dipoles with a size of 288 x 288m. In 1974, one of the first spaced antenna studies of atmospheric winds between 20-80 km in altitude was published using data from this radar [10]. The array is separated into subarrays for spaced antenna operation. Since the intended target at
Jicamarca is much higher than a boundary layer wind profiler, the location inside a mountain valley provides natural protection from clutter.

Figure 1.15. A spaced antenna radar with at least three baselines will allow cross-correlation to determine the horizontal wind vector. Left: Six independent baselines of the MAPR system. Right: Spaced antenna cross-correlations illustrating time lag between receivers. From Cohn et al. [9].

Figure 1.16. Jicamarca radar in Peru. The dimensions of the 18,432 element array are 288 x 288m [102].
Arecibo Observatory in Puerto Rico was also built in the 1960s for ionospheric studies. In 1979 a study was published of wind measurements at altitudes between 5-20 km [11]. This study used the Doppler Beam Steering technique. For this study, the radar was operated at 430 MHz, with a transmit power of 1.8 MW. As shown in Figure 1.17, the dish has a diameter of 308 m and a feed that can be rotated to steer the beam.

1.3 Atmospheric Radar Experiments at Arecibo Observatory

A brief mention of work at Arecibo Observatory will be made here. This work was part of the 2004 Polar Aeronomy and Radio Science Summer School. In 2004, observations were made of meteors and E-region electron density at the Arecibo Observatory using the 430 MHz radar with the line feed. The radar was configured to use a Barker code, and observations were made at ranges from 60 to 140 km. Figure 1.18 is a plot of altitude vs. time showing a return from a single meteor with a short duration of less than 0.05 sec. This meteor was observed on August 19, 2004 at 05:15:24 Atlantic Standard Time (AST).

Figure 1.19 shows data from a number of meteors. This data was collected from 05:14-05:27 AST. As shown in the data, most meteors observed have a velocity of 40-70 km/s and are found at an altitude of about 105-110 km. In general, observed velocities are lower at lower altitudes because of drag from the atmosphere.
Figure 1.18. Plot of altitude vs. time showing a return from a single meteor at Arecibo Observatory.

Figure 1.19. Plot of altitude vs. radial velocity of a number of meteors observed during 13 minutes of observation time.
Also observed later in the day was E-region electron density, shown in Figure 1.20. The solar wind pushes this layer towards the earth during the daytime, limiting radio wave propagation. During nighttime the solar wind pushes this layer further away from the earth thereby enhancing radio wave propagation. This layer is seen in the data at a range of 100-120 km but moved above the observation range about 18:00 AST. Some interference can be seen in the data. Interference mitigation for a radar with an antenna this size would need to be done in software. Changes to the antenna for this size of radar would be a major project.

![Figure 1.20](image.png)

**Figure 1.20.** Plot of altitude vs. time showing E-region electron density and the transition from daytime into nighttime between 17-18 AST.

### 1.4 Other Significant Wind Profiler Radars

Another significant radar that influenced wind profiling is the MU (Middle and Upper Atmosphere) Radar in Japan that was built in 1984, Figure 1.21 [12]. This radar operates at 46.5 MHz, with a 1 MW peak power, 475 crossed Yagi antennas, and an overall diameter of 103m. This radar is reconfigurable and can be operated in either a DBS or a spaced antenna mode. There are earth berms and metal fences to prevent interference from clutter.
Figure 1.21. MU Radar in Japan. Built in 1984 and has a 103m overall diameter. Note the presence of an earth berm and metal fence for clutter reduction.

The University of Massachusetts Turbulent Eddy Profiler was a 915 MHz bistatic wind profiler with a 25 kW peak power that used a horn antenna for transmit and a hexagonal array of patch antennas for receive [13]. This profiler focused on imaging of the atmosphere. The first wind studies using this radar were published in 1998. It could use both the spaced antenna method or a receiver DBS method. To accomplish DBS, the receiver beam was steered. Figure 1.22 shows a diagram of this system from Mead et al.[13].

NOAA developed the Ronald Brown Wind Profiler in 2000. As shown in Figure 1.23 from Law et al., this radar uses a hexagonal phased array antenna design with a single 500W transmitter and the Doppler Beam Steering method [14]. This system is one of the few wind profiler radars that are deployed on a ship. In addition to beam steering, the electronic phase shifting system stabilized the beam to compensate for the motion of the ship. Using a wind profiler radar on a ship presents additional difficulties because moving waves in the ocean cause a high clutter environment.
Figure 1.22. The UMass Turbulent Eddy Profiler. A bistatic radar with a modular hexagonal receive array from Mead et al.[13].

Figure 1.23. The NOAA Ronald Brown Wind Profiler. This is a ship-based wind profiler. Left: Position of the wind profiler on the ship. Right: Diagram of the 90 element 915 MHz patch antenna array from Law et al.[14].
1.5 Thesis Outline and Contributions

The previous sections presented an introduction to atmospheric measurements and existing atmospheric radars. This section gives an overview of each of the following chapters in the thesis.

Chapter 2 describes the 449 MHz modular wind profiler system design, the spaced antenna wind computation algorithm, and the first wind measurements taken by the system. The receiver is analyzed for adequate sensitivity and the architecture for the transmitter is presented. A 54% efficient 1 kW (peak, 10% duty cycle) UHF power amplifier with a 54 cents/Watt transistor cost is presented. These amplifiers were used successfully at the Persistent Cold-Air Pool Study (PCAPS) field project at Salt Lake City, Utah in Winter 2010-2011. The 449 MHz radar wind measurements are compared with wind measurements from a 915 MHz radar located at the same site. The goals of the work in this chapter include:

- System design of the 449 MHz modular wind profiler radar;
- Receiver sensitivity analysis and noise figure measurement;
- Spaced antenna horizontal wind computation;
- Transmitter architecture design;
- Radar spectral emissions measurements;
- Comparison of 915 and 449 MHz radar performance; and
- Observation of a persistent cold-air pool event at Salt Lake City, Utah.

Chapter 3 presents wind profiler radar observations during three different field projects using the 915 MHz MAPR and DBS wind profiler radars. The first project presented is the Cloud and Precipitation Study (CPS) south of Miami, Florida in late summer 2008 using the 915 MHz spaced antenna MAPR system. Profiling of Winter Storms (PLOWS) is the next project that took place in Winter 2009-2010 in the Midwest United States using a mobile 915 MHz DBS wind profiler (MISS). The most recent field project is the Dynamics of the Madden-Julian Oscillation Project (DYNAMO) located south of Sri Lanka in the Indian Ocean using a ship-based 915 MHz DBS wind profiler. The goals of this chapter in terms of the thesis are:

- Demonstrate the need for higher altitude wind measurement capability than the current 915 MHz MAPR system;
• Show observation of a rain band during tropical storm Fay with the 915 MHz MAPR system;
• Show the effects of sea clutter on ship-based 915 MHz DBS wind profiler data; and
• Motivate the need for clutter mitigation with the mobile 915 MHz DBS wind profiler (MISS) and on the ship-based 915 MHz DBS system.

Because of the effects of clutter on wind profiler data quality, antenna sidelobe reduction strategies are presented in Chapter 4. A full-wave electromagnetic field simulation is presented for the existing 915 MHz antenna with a clutter fence and edge treatments. The clutter fence concept is applied to the new 449 MHz hexagonal array and simulations are performed to evaluate its performance. Sidelobe levels are simulated while the height of the array is varied above a simulated earth (soil) ground. Transmit sidelobe levels and receiver signal cross-correlation are also evaluated while changing edge to edge spacing of the three hexagonal arrays.

Also presented is the spaced antenna array architecture, including design, analysis, and initial measurements of the first 449 MHz circular patch antenna arrays built for this system. Simulations using Matlab and Ansoft HFSS are presented along with measurements taken on the prototype antenna arrays. The goals of the work in this chapter are as follows:

• Evaluate clutter fence and height above ground techniques for antenna sidelobe reduction;
• Verification of individual circular patch antenna performance;
• Initial simulation of antenna array sidelobe levels using element pattern and array factor computation;
• Measurement of near-horizon sidelobe levels for an 18-element hexagonal array;
• Simulate effect of hexagonal array spacing on receiver signal cross-correlation and transmit antenna sidelobe levels; and
• Determine optimum hexagonal array spacing.

Chapter 5 presents a new 63% efficient, 2.5 kW UHF power amplifier for use as a transmitter for wind profiler radar. The output matching circuit of the amplifier was tuned to achieve a high drain efficiency and high gain. Large signal pulsed S-parameters were measured for each 1.2 kW module. A thermal imager was used to monitor output matching capacitor temperature. The pulse envelope was measured on the output of the 2.5 kW amplifier. These
amplifiers will be combined together to produce higher power 10-15 kW transmitters in the future. Goals of this chapter are:

- Design and build a low-cost, high efficiency, high power amplifier for wind profiler radar; and
- Combine multiple amplifiers together to produce higher power transmitter in order to enable wind observations at higher altitudes.

Chapter 6 describes some directions for future work and summarizes the contributions of the thesis.

Finally, Appendix A describes the authors first research at the University of Colorado, Boulder on a chip-scale atomic magnetometer (CSAM) project with NIST [91,93-97]. Previous magnetometers such as the Hall Effect device do not have the same sensitivity as an atomic magnetometer. A SQUID magnetometer is more sensitive, but it requires a low temperature cryogenic system, that is not low-cost or portable. Previous atomic magnetometers were table top optical bench systems, but the CSAM has made this into a device with dimensions of a few millimeters. The CSAM can use either an Mx or Bell-Bloom technique for sensing the magnetic field. The goals of this work were to create a small, portable, low-cost, high-sensitivity magnetometer and demonstrate its use as a heart magnetic field monitor [92]. Since this first research experience was invaluable for the author, although not directly related to the PhD thesis topic, it is included for completeness.

The following are the specific contributions of this thesis:

- A new 449 MHz wind profiler radar with low sidelobe level modular antenna design. This is the first wind profiler radar using the spaced antenna wind computation method in the 400 MHz frequency bands [47,81-86].
- Sidelobe level reduction techniques for the 915 MHz and 449 MHz wind profiler radars. This is the first systematic study of wind profiler clutter fence and edge treatment antenna improvements using full-wave electromagnetic simulation techniques. Sidelobe reduction by varying height above simulated earth ground (soil) is also studied [69].
- Wind measurements and system comparisons at the Persistent Cold-Air Pool Study (PCAPS) and Dynamics of the Madden-Julian Oscillation (DYNAMO) projects with the 915 MHz wind
profiler, 449 MHz wind profiler, radiosondes, and Doppler lidar [47]. Because of observed sea and land clutter in these measurements, they provided motivation for simulations of 915 and 449 MHz antenna sidelobe reduction techniques [69].

- Analysis of optimal spaced antenna receiver spacing using full-wave electromagnetic simulation [69]. For the 3-hexagon system, edge-to-edge spacing is optimal because of the wider beamwidth and therefore lower cross-correlation at zero lag \( c_{12}(0)=0.45 \). For the 7-hexagon system, the spacing can be optimized for low sidelobe levels because of the narrower beamwidth and higher cross-correlation at zero lag \( c_{12}(0)=0.6 \).

- High power amplifier design using a Freescale 50V LDMOS device for a 54% efficient 1 kW (peak, 10% duty cycle) UHF power amplifier with a 57 cents/Watt transistor cost [47].

- High power amplifier design using an NXP 50V LDMOS device for a 63% efficient 2.5 kW amplifier with a 23 cents/Watt transistor cost. This amplifier won first prize in the 2011 NXP High Performance RF Design Challenge at the International Microwave Symposium in Baltimore, MD and is reported in [67].
Chapter 2

449 MHz Spaced Antenna Radar System Design and Measurements

The spaced antenna wind profiling method [9,15] is a way to determine the horizontal velocity of the wind without steering the antenna beam as in the Doppler Beam Steering (DBS) method [6]. Advantages of this method include a simpler RF network for the antenna feed and improved time resolution of the wind velocities. Existing wind profiler systems at the National Center for Atmospheric Research (NCAR) operate at 915 MHz. Other wind profiling systems such as the National Profiling Network [16], the MU radar [12], the OQNet [17], the Lindenberg radar [18], the Gadanki MST radar [19] and other commercially built systems [20] use 50, 449, and 482, and 915 MHz frequencies. Further review of the current systems, networks, and techniques can be found in [21] and [22]. In addition to considerations of government frequency allocation, higher frequencies, e.g. 915 MHz are more sensitive to Rayleigh scatter from precipitation while lower frequencies, e.g. 50 MHz are more sensitive to clear-air echoes from temperature and humidity fluctuations [23]. At the 50 MHz frequency however, the size of the antenna array becomes very large.

While vertical wind velocities are found from measured Doppler shift, the horizontal winds are computed using the spaced antenna method. Historically the spaced antenna technique has been used with large dipole antennas at HF wavelengths to study the ionosphere [24]. More recently the spaced antenna technique has been developed to measure atmospheric winds with a simpler antenna topology, while adding some processing and receiver complexity. It has been successfully used, e.g. at Jicamarca for wind measurements at 50 MHz using dipole arrays [25], and also at the Adelaide radar [26], and MU radar [27]. This method determines the velocity by computing the cross-correlation between three or more different receiver signals using a method called Full Correlation Analysis (FCA) [15,28]. As the wind and turbulence move over the receivers, the velocity can be computed from the time lag
measured between adjacent receivers. A disadvantage of spaced antenna (SA) is that the signal to noise ratio is typically lower than with Doppler Beam Steering, which uses the first moment (radial velocity) of the radar Doppler spectra (empirical observations suggests SA has a 10 dB lower SNR). FCA uses higher order moments.

The spaced antenna technique offers improved time resolution over Doppler Beam Steering because the beam is pointed in one direction, while DBS systems require averaging over at least 3 different beam directions. In DBS the sampling volumes are widely separated (up to 500 m apart at 1 km range), so to satisfy continuity among the sampling volumes, long time averages (> 10 minutes) are used. The continuous vertical beam used for SA can also allow measurement of boundary layer fluxes of momentum, and potentially sensible and latent heat [9]. Another technique that can be used with a spaced antenna system is baseband digital post beam steering, where the phase of the spaced antenna receiver data is altered in post processing so that the receive beam is steered [103].

Figure 2.1. (a) Photograph of the 449 MHz radar wind profiler at Salt Lake City, Utah in November 2010. The receivers are located under the antenna panels. The transmitter and data system are located inside the trailer. (b) Block diagram of the 449 MHz radar wind profiler.
This new radar system is similar to the NCAR Multiple Antenna Profiler Radar (MAPR) which is a deployable 915 MHz spaced antenna radar [9]. Because of high antenna sidelobe levels, the MAPR antenna requires a ground clutter fence, which consists of metal panels placed around the perimeter of the antenna and is difficult to deploy because of its large size (about 3m x 3m square) and mass (about 100kg). The 449-MHz radar presented here uses an antenna design with lower sidelobe levels that eliminate the need for a clutter fence. While 50-MHz systems are most sensitive to clear-air echoes from temperature and humidity fluctuations, the size of the antenna arrays at this frequency is quite large and not as suitable for portable systems. The 449-MHz wind profiler frequency is a good compromise between antenna size and clear air wind sensitivity and there is an available government frequency allocation. This frequency is chosen for the system described in this work and shown in Figure 2.1(a).

The requirements for wind profilers are different than those for other radars, e.g. precipitation radars [29], because wind profilers receive very little of the transmitted signal. The radar is designed to measure boundary layer winds from an altitude of 100m to 5km. The desired target is Bragg scatter from turbulence [30], which occurs from irregularities in the index of refraction produced by temperature and humidity fluctuations.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radar Frequency</td>
<td>449 MHz</td>
</tr>
<tr>
<td>Transmit Power</td>
<td>3 1 kW modules</td>
</tr>
<tr>
<td>Inter-pulse Period</td>
<td>50 µs</td>
</tr>
<tr>
<td>Pulse coding</td>
<td>4-bit complementary</td>
</tr>
<tr>
<td>Maximum Range</td>
<td>5 km</td>
</tr>
<tr>
<td>Minimum Range</td>
<td>200 m</td>
</tr>
<tr>
<td>Range Resolution</td>
<td>150m</td>
</tr>
<tr>
<td>Transmit Array Gain</td>
<td>24.8 dBi</td>
</tr>
<tr>
<td>Receiver Array Gain</td>
<td>19 dBi</td>
</tr>
<tr>
<td>Receiver Noise Figure</td>
<td>2 dB</td>
</tr>
</tbody>
</table>
A general block diagram of the 449 MHz wind profiler is shown in Figure 2.1(b), while the basic radar parameters are given in Table 2.1. A pulse is generated by a D/A converter within the computer system. The system uses a pulse with a 4-bit complementary code [31] and an inter-pulse period of 50μs. This pulse is amplified by the transmitter and transmitted on all three antennas. Each of the three antennas, receives the radar return signal separately. The signal from each of the three receivers, described in detail in the next section, is processed separately to compute horizontal winds. The LDMOS power amplifier (PA) design and characterization is presented and then system measurements and wind measurements are detailed.

2.1 Receiver Design and Implementation

The receive section is shown in Figure 2.2. The receive section consists of a limiter to protect the LNA, a 5 MHz filter, and a mixer / IF amplifier stage to downconvert the 449 MHz to 60 MHz. The 5 MHz filter blocks out Radio Frequency Interference (RFI) and also keeps out-of-band noise from aliasing into band during the mixing process. The IF amplifier drives the 30m cable back to the data system and A/D converter. The gain of the receive section is designed so that the receiver noise will be amplified enough that the 2 least significant bits of the A/D converter will always be active.

![Block diagram illustrating one of the three receiver channels.](image)

A receiver noise temperature of 250K is measured for the LNA, which includes sky noise, LNA noise figure, and cable losses. To calculate required system gain, first the receiver noise power is calculated using the front end filter bandwidth of 5 MHz and the receiver noise temperature of 250K, as follows:

\[
P_{\text{Noise}} = 10 \log \frac{kT B}{.001} = -107.6 \text{ dBm}
\]
Because winds and atmosphere have radar returns in the -140 to -150 dBm range we need additional processing to receive signals below the -107 dBm level. The SNR after coherent integration of the radar signal is given by:

$$\text{SNR} = N \cdot \text{SNR}_{\text{Single Pulse}}$$

where \( N \approx 128 \) is the number of coherent integrations. For this value, the coherent averaging gain is about 21 dB. The minimum detectible signal-to-noise ratio due to spectral averaging was determined empirically in [8,32] to be well described by:

$$\text{SNR}_{\text{S,Avg}} = 10 \log \left( \frac{25 \cdot \sqrt{N_{\text{SP}} - 2.3125 \cdot \frac{170}{N_{\text{FFT}}}}}{N_{\text{FFT}}(N_{\text{SP}})} \right) \text{[dB]}$$

where \( N_{\text{FFT}} = 256 \) is the number of points in the FFT and \( N_{\text{SP}} = 17 \) is the number of spectral averages. For these values, the spectral averaging gain is about 16.5 dB. This gives a total processing gain of 37.5 dB, resulting in a minimal detectable signal of \(-(107 + 37.5) = -144.5 \text{ dBm}.\)

Full scale input for the Pentek 7642 A/D converter is +10 dBm. The SNR in the LTC2255 datasheet is given as 71 dBFS at 60 MHz [33]. Thus, the required input power to be above the A/D noise is +10 dBm - 71 dB = -61 dBm. This results in a required IF gain of at least 107.6 dBm - 61 dBm = 46.6 dB.

During the prototype phase, a number of sensitivity tests were conducted. Each test involves checking each receiver for sensitivity to a -150 dBm test signal. This test is important because it verifies the performance of the system from the antenna terminal through the receiver to the signal processing software. All of the receivers had a detection threshold near -150 dBm. The receive signals are processed with spaced antenna software based on the NCAR Maprdisplay package [34], and further processed for horizontal winds using Briggs’ Full Correlation Analysis (FCA) method [28].

### 2.2 Spaced antenna horizontal wind computation

The spaced antenna technique of radar wind profiling relies on a radar return from the Bragg scatter target described in Chapter 1. While the Doppler shift of the received signal is used to compute the vertical velocity,
spaced receivers are used to compute horizontal winds. The backscatter from the turbulence target produces a unique diffraction pattern at the surface illustrated in Figure 2.3 [35]. This pattern travels with a velocity $V$, that is related to the true velocity of the atmospheric wind at the altitude of interest.

G.I. Taylor formulated a hypothesis in 1938 that is now called the Taylor Frozen-in Turbulence Hypothesis [36-37]. This hypothesis basically states that turbulence moving past an observer can be thought of as frozen non-changing turbulence. Therefore as the diffraction pattern moves in Figure 2.3(a), its characteristics change very little.

![Diagram](image)

Figure 2.3.(a) Illustration of how backscatter received at ground level is a superposition of scatter from multiple targets above. (b) Top view of three spaced receivers measuring the travelling diffraction pattern at ground level.
If three or more spaced receivers measure the travelling diffraction pattern at ground level, as in Figure 2.3(b), the horizontal motion can be computed by measuring the time lag using a simple cross-correlation between receiver signals and then trigonometry to compute the wind vector. This computation has the following shortcomings:

1. The pattern observed on the ground may be systematically elongated in a direction not perpendicular to the velocity. This will result in a velocity computation that is not the true velocity of the wind.

2. The pattern evolves over time. This also can cause velocity errors.

To address these shortcomings, the Full Correlation Analysis method described by Briggs [28] is used. This method uses auto and cross-correlations instead of time delays between channels to compute the true velocity. This method is described in more detail in Appendix B. Next, a transmitter architecture will be presented that will enable the use of multiple high power amplifier stages to increase the SNR.

2.3 Transmitter Architecture

The transmit section of the system is shown in Figure 2.4. It consists of a mixer to convert the 60 MHz transmit pulse from the D/A converter to 449 MHz. A 10W driver and 80W amplifier stage drive the final amplifier. The core of the transmit section is the three 1 kW peak power amplifiers. These three amplifiers are combined using a reactive combiner, the output is transmitted through a 30m helix cable to a 3-way splitter located underneath the outdoor antenna. The output is split to the three hexagonal antennas and then split 18 ways using phase matched cables to each circular patch antenna.

![Diagram illustrating the transmit section of the radar. The 1 kW High Power Amplifiers are driven by 80W and 10W stages.](image)
The MRF5S9070N is a low cost (~$35) LDMOS transistor capable of 80W CW. To design a high efficiency amplifier using this transistor, Class-E amplifier theory was used [40-41]. The transistor is modeled as a switch with an output capacitance. For class-E operation, a network is added to the output of the transistor that forms a low pass filter so that only a sinusoidal waveform is seen across the output load. Using the Class-E theory derived in [42], the ideal output impedance to achieve a sinusoidal waveform is given by:

\[ Z = \frac{0.0446}{C_S f} e^{j49.05} \Omega \]

\( C_S \) can be estimated from the given S-parameters for a transistor. In this case the manufacturer provided a value for \( C_S \) in the datasheet, 34 pF. Using this capacitance value, the calculated value of the output impedance is \( Z = 2.8 + 3.3j \) Ω. Because of the high output capacitance of this device, a low output circuit impedance is required.

The substrate used for the 80W amplifier is Rogers 4350B. The output network was designed for the target impedance and then a shunt capacitor was used on the output to tune the amplifier for best power added efficiency (PAE) and output power, Figure 2.6. A PAE of 68% was measured with a CW output power of about 49 dBm, Figure 2.7. Additional tests were conducted to confirm the phase stability of multiple amplifiers over temperature. The measured phase variation was a maximum of 8 degrees of phase over the -15C to 40C temperature range. Because of the low cost, this transistor was initially considered for use in an active array design with an amplifier located behind each antenna. As higher power final stages were considered, this amplifier became a low cost driver amplifier.
Figure 2.6. Photograph of 80W amplifier based on a Freescale MRF5S9070N transistor. The transistor is mounted underneath a clamp in the center of the circuit.

Figure 2.7. Measured 80W LDMOS Pout, gain, and PAE vs. input power. The operating point is Pin = 30 dBm, Pout = 49.1 dBm CW, PAE = 68%, gain = 19 dB.

Improvements in LDMOS device technology have enabled kW-level amplifiers. The Freescale MRF6VP41KHR6 [43] was evaluated for use as a 1 kW peak power pulsed 449 MHz high power amplifier. It is packaged in a push-pull configuration, so that two devices are easily combined. A manufacturer test circuit was modified for best gain, efficiency, and output power at 449 MHz. The goal for this application is to have a 1 kW, 10% duty cycle, 449 MHz pulse amplifier.
Figure 2.8. (a) Schematic of the 1 kW (peak) LDMOS pulse amplifier. Coaxial baluns drive the push-pull transistor pair and combine the output. (b) Output matching network of the 1 kW LDMOS amplifier using low impedance microstrip transmission lines.

The 1-kW peak pulse amplifier uses lumped element components. The overall schematic including bias tees is shown in Figure 2.8(a). The amplifier layout was fabricated on Rogers 4350 substrate. Some of the benefits of a
push-pull amplifier are a doubling of the input and output impedances and reduced even harmonics. Coaxial baluns made of 25Ω coax are used to transform the unbalanced 50Ω input and output impedances into lower impedances that are easier to match to the transistor. The input return loss of the balun at 449 MHz is -12 dB (VSWR 1.7:1). The insertion loss of both balun networks measured back-to-back is 0.1 dB. The amplifier is tuned for best gain, PAE, and output power at 449 MHz by changing the value and position of the capacitors in the input and output matching networks, however the efficiency at 1 kW output is limited by the 110V maximum rating for Vds. The output matching network is shown in Figure 2.8(b). The input matching network has a similar topology.

![Photograph of the 1-kW (peak) pulse amplifier module based on the Freescale MRF6VP41KHR6 LDMOS transistor in push-pull configuration.](image)

A photograph of the amplifier with a light-weight aluminum heat sink is shown in Figure 2.9. A copper insert was installed below the transistor to allow more heat transfer between the transistor and the aluminum heatsink. A transistor clamp made of Teflon allows for easy test and replacement of the transistor if needed.

Output power, efficiency, and gain of the amplifier as a function of input power are shown in Figure 2.10. The best amplifier operating point is Pin (peak) = 41.5 dBm, Pout (peak) = 60.1 dBm, PAE = 53.8%, gain = 18.5 dB. Since the final PA stage has 18.5 dB gain, the overall efficiency of the amplifier chain is dominated by that stage. The PAE at 1 kW output is limited by the 110V maximum rating for Vds. Figure 2.11 shows the amplifier
performance vs. frequency. The amplifier performance is frequency dependent because of the narrowband nature of
the input and output matching networks. Because the only modulation of the radar pulse are phase shifts, the
bandwidth needed for the amplifier is less than 5 MHz.

Figure 2.10. 1 kW LDMOS Amplifier performance vs Input Power. Pulsed operation, 10% duty cycle. Best
amplifier operating point is Pin (peak) = 41.5 dBm, Pout (peak) = 60.1 dBm, PAE = 53.8%, gain = 18.5 dB.

Figure 2.11. Measured 1 kW LDMOS Amplifier performance vs. frequency. Pulsed operation, 10% duty cycle.
Amplifier has output power above 59 dBm and efficiency above 44% from 440 to 455 MHz. Input power was
reduced to 40.38 dBm for this sweep.
Another amplifier requirement is to produce low noise between pulses. To accomplish this simply, the transistor is biased below cutoff with $V_{gs}=0.9V$. This bias voltage turns the transistor off between pulses and allows for sufficient gain during the pulses.

### 2.4 System Measurements

Final tests involved the whole system including both the transmitter and receiver. The radar was tested for compliance with ITU requirements [44] and the United States Radar Spectrum Engineering Criteria (RSEC) requirements [45]. Pulse shaping is used to limit the bandwidth of the transmit pulse to the requirement of a -20 dB bandwidth of 2 MHz. Measurements without pulse shaping were taken to determine whether pulse shaping was needed. The measurements were made to check against the requirements shown in Table 2.2 with a 1 microsecond pulse and both the commercial transmitter and the amplifier described in this thesis. Two 449 MHz Lark Engineering Inc. filters were added in the transmit chain, one right after the mixer (with attenuators) and the other right before the final amp (with attenuators).

<table>
<thead>
<tr>
<th>Requirement</th>
<th>Measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>-20 dB, 2 MHz bandwidth</td>
<td>5 MHz</td>
</tr>
<tr>
<td>-40 dB, 24 MHz bandwidth</td>
<td>31 MHz</td>
</tr>
<tr>
<td>-60 dB, second harmonic</td>
<td>-50 dB</td>
</tr>
</tbody>
</table>

The spectrum analyzer was in "line spectrum" mode, so that $RBW < 0.3 \times PRF$. The PRF was 20 kHz (50 microsecond IPP). The first measurement was taken by disconnecting the feed cable for one patch, and then running into about 30 dB of attenuation before going into the spectrum analyzer.
Figure 2.12 shows the measured data. The RSEC requirement is harmonics 60 dB down. There are three peaks to observe: between 152 and 156 MHz there is an unidentified signal, second harmonic is above the 60 dB limit, third harmonic is right at the limit. The transmitted spectrum also shows the third harmonic, but more than 60 dB below. Second harmonic is only 45 dB below. The addition of a second 449 MHz filter lowered the 152-156 MHz peak to more than 60 dB below. The next test is to observe the bandwidth close to the 449 MHz signal. Using a 1 µs pulse (no coding) and a 0.1 µs rise time, it was calculated that the allowed -40 dB transmit bandwidth is 24 MHz. The current system configuration did not satisfy the -40 dB requirement.
Figure 2.13 is a plot of the transmitted spectrum with markers near the -40 dB points. This is with the spectrum analyzer connected to a wideband discone antenna (25 MHz to 6 GHz). It is clear it is an antenna measurement because an out of band peak around 477 MHz is seen from another source. The markers are near the -40 dB points: about 46 MHz between the points. Adding another 449 MHz filter with attenuators around it right before the final amp brings the -40 dB bandwidth down to 31 MHz.

The -20 dB bandwidth is given by RSEC to be 2 MHz. The markers in the measurement for Figure 2.14 show the -20 dB bandwidth is about 5 MHz, more than the 2 MHz by RSEC. This is also measured on the discone antenna.

It is clear from these measurements that to achieve RSEC-E compliance, pulse shaping will be required. Pulse shaping is currently being implemented while the system is operated in accordance with RSEC-A for transportable systems (exemption from the above requirements). Along with pulse shaping, there are a number of frequency-dependent components that aid in filtering the 449 MHz pulse bandwidth to the -20 and -40 dB levels and its harmonics down to the -60 dB levels (e.g. the circulators and splitters). These measurements were repeated with the 1 kW LDMOS amplifier module and it was found the the 1 kW module had similar or lower output emissions. Therefore the dominant factor in radar output emissions for this system is pulse shape. All other requirements such as side-lobe suppression, frequency tolerance, and peak EIRP are also satisfied.
Figure 2.14. Measured radar output emissions vs. frequency. Commercial 2 kW transmitter is used for this measurement. Markers are placed at -20 dB points.

<table>
<thead>
<tr>
<th>Ref</th>
<th>Delta</th>
<th>Ref Freq</th>
<th>Ref Amp</th>
<th>Delta Freq</th>
<th>Delta Amp</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>450.761 MHz</td>
<td>-58.91500368 dBm</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>445.436 MHz</td>
<td>-58.9940116 dBm</td>
<td>--</td>
<td>--</td>
</tr>
</tbody>
</table>

Figure 2.15. Measured radar output emissions vs. frequency using a coupler at the output. Spectral output of 3 combined 1 kW modules (NCAR Amp) is compared with a commercial 2 kW transmitter (Delta Sigma Amp).
Comparisons were made of three of the 1 kW modules combined together vs. a commercial 2 kW amplifier from Delta-Sigma, Inc. Figure 2.15 shows the result of this comparison. This spectrum was measured using a broadband coupler at the output of the amplifiers. Note that the amplitude is that measured at the spectrum analyzer and does not indicate the peak transmit power. The noise level is different between the two measurements because the resolution bandwidth was changed. The NCAR amplifier (three 1 kW modules combined) produces more second harmonic at 898 MHz than the Delta-Sigma amplifier, but the Delta-Sigma amplifier produces more third harmonic at 1347 MHz. These harmonics will be filtered out by the narrow band splitters, circulators, and antennas. Figure 2.16 shows that the second harmonic generated by the NCAR amp is greatly attenuated by the circulators, splitters, and antennas (third harmonic was not measured for this case because it was not observed at the coupler). For the Delta-Sigma amp, there is no observed second or third harmonic received by the patch antenna.

![Figure 2.16](image)

Figure 2.16. Measured radar output emissions vs. frequency using a patch antenna connected to a spectrum analyzer. Spectral output of 3 combined 1 kW modules is compared with a commercial 2 kW transmitter.

Noise figure of the receiver was measured using an HP 8970B noise figure meter with an HP 346B noise source. The measurements are shown in Table 2.3. The factory specification for the Miteq LNA noise figure is 0.8 dB. Measuring the noise figure for the cascade of the circulator, limiter, LNA and 449 MHz filter gives a combined noise figure of 1.38 to 1.57 dB. This corresponds to a noise temperature of 110-120K, which is better than the 250K noise temperature that is measured for other 449 MHz systems [46], but does not include the additional cable losses for the 1 meter cables to connect to the antenna.
Another significant test is a blanker delay test. In a pulsed radar, the blanker switches off the receive signal to the A/D converter during the transmit pulse. Connecting the A/D converter to the receiver during the radar pulse will saturate the A/D converter. This saturation takes a longer time to recover from than the time it takes to switch the blanker. For this test, the system is run normally as a radar during a period with good atmospheric SNR in the range below 1 km and little or no RFI. Every 2 minutes, the blanker turn-off time is adjusted using the profiler control software and a 0 dB SNR level is collected for each blanker turn-off time. Figure 2.17 shows the data from this test.

Note that 0 dB SNR was a level chosen for this test. The system is able to compute winds below 0 dB SNR using additional averaging. The goal of this test is to find the optimum blanker turn-off time. As shown in Figure 2.17, the SNR at the lower range gates can be significantly improved with the optimum blanker turn-off time.

<table>
<thead>
<tr>
<th>Channel</th>
<th>Noise Figure of LNA</th>
<th>Noise Figure of Antenna Input to Mixer Input</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.91 dB</td>
<td>1.38 dB</td>
</tr>
<tr>
<td>1</td>
<td>0.97 dB</td>
<td>1.57 dB</td>
</tr>
<tr>
<td>2</td>
<td>1.12 dB</td>
<td>1.57 dB</td>
</tr>
</tbody>
</table>

Figure 2.17. Measurement of the lowest range gate SNR while varying the A/D converter blanker turn-off time. The SNR of the lowest range gates is affected by the time that the blanker deactivates.
2.4.1. Wind Data from Boulder, Colorado

As a confirmation of the performance of the new radar, the new wind profiler radar was first operated during prototype tests at the NCAR Foothills Laboratory in Boulder, CO. Figure 2.18 shows data from October 23rd, 2010. Precipitation can be seen in the data at 9UT and between 15 and 18UT as indicated by the downward vertical velocities.

Figure 2.18. Boulder, Colorado wind profiler data on 23 October 2010 from 449 MHz system using 3 combined 1kW amplifiers. The plots show altitude vs. time with the color code indicating SNR for the top plot and velocity in m/s for the bottom two plots. Precipitation is indicated by strong SNR and negative (downward) vertical velocities.

The top plot in Figure 2.18 shows Signal to Noise ratio. Note that SNR is decreased below 1 km because of ground clutter and antenna ringing. SNR is higher during the precipitation events at 9UT and 15-18UT. The middle plot shows the vertical velocity. The vertical velocity is computed directly from the Doppler shift of the return
signal. The bottom plot shows horizontal wind barb data. These horizontal winds are computed by cross-
correlations between the receiver signals using the spaced antenna method. The wind direction is indicated by
position of the barb (e.g. a barb pointed downwards with the tail straight up is a wind from the North). The wind
velocity is indicated by the number of lines at the tail of the barb and also by the color code.

2.4.2. Wind Data from West Jordan, Utah

After initial prototype tests in Boulder, the radar was transported and deployed as part of the Persistent Cold Air
Pool Study (PCAPS) in West Jordan, Utah, south of Salt Lake City. A commercially available 915 MHz wind
profiler was also located at this site to allow comparison of the data between the two profilers. A nearby site
contained a SODAR and radiosonde launch site for additional comparisons. Data for all systems at PCAPS was
collected from 15 November 2010 until 15 February 2011.

A cold-air pool is a weather phenomenon that can trap air pollution near the ground level. A picture of the
pollution effects of a cold-air pool in Salt Lake City is shown in Figure 2.19. Two of the goals of PCAPS are to
study what causes formation of the persistent cold-air pool and what causes dissipation of the pool. A cold-air pool
is a temperature inversion in which a cold layer of air is trapped near the ground under a warm layer of layer of air.
This will be shown in the data from this project.

Figure 2.19. Picture of a persistent cold-air pool event at Salt Lake City, Utah showing pollution trapped near the
ground level.
Figures 2.20-2.22 show a comparison of data from both Wind Profilers. The SNR and wind data are quite similar. One issue that can be seen in the raw signal data is the presence of RFI. Because wind profiler radars typically have low SNR, RFI is a common problem [19]. RFI is seen in the data as a constant signal return from all range gates. Because of the position of the antennas, each antenna sees a different level of RFI. As an example, RFI is seen in Figure 2.20, Signal Channel 2 from 12-21UT. The FCA processing algorithm is normally able to detect winds in the presence of RFI. Because snow is the only expected precipitation during this project, a modified Butterworth filter rejects all vertical Doppler velocities greater than 5 m/s. This filter can be modified for other precipitation. RFI can still affect the SNR as seen at 06UT. The RFI sources are usually communication and pager sources at frequencies such as 450 and 451 MHz.

A precipitation event on 9 January 2011 is seen in the data in Figures 2.20 and 2.21 between 05 and 10UT. The precipitation is indicated by the high SNR signals. A comparison of the 449 MHz and 915 MHz profiler data shows that the 449 MHz radar is able to sense winds at a higher altitude than the 915 MHz profiler. Higher height coverage can be attributed to the higher transmit power (500W peak for the 915 MHz system vs. 3000W peak for the 449 MHz system). Increased sensitivity can also be explained by the wavelength dependence of the effective aperture, which is directly related to SNR. The effective aperture of the 449 MHz system was calculated using an antenna gain simulation to be 10.5 m², and for the 915 MHz system it is 3.4 m². The difference in aperture provides about 5 dB of difference in SNR. These calculations assume no losses from the antenna feed networks and 100% antenna efficiency. The clear air backscatter cross section is only weakly dependent on wavelength ($\lambda^{-1/3}$), so this provides about 1 dB of SNR difference between 449 and 915 MHz. total SNR improvement is 13 dB. Given that the spaced antenna method has about a 10 dB decrease in SNR, then there is a 3 dB net improvement, this is consistent with the data. The data also shows that the 449 MHz system is able to sense winds down to the 500m level, while the 915 MHz system can sense down to the 200-300m level. The reason for this difference is that short transmit pulses were not yet implemented in the profiler control software, this is planned in future work.
Figure 2.20. 449 MHz spaced antenna wind profiler data at West Jordan, Utah on 9 January 2011. Three channel raw signal level vs. altitude and time in dB.
Figure 2.21. 449 MHz spaced antenna wind profiler data at West Jordan, Utah on 9 January 2011. SNR (dB) and horizontal winds (m/s).
Figure 2.22. Data from commercial 915 MHz Doppler beam steering wind profiler located at the same site. SNR (top) and winds (bottom) during the same time period.

Figure 2.23 shows the wind computation rate for the 449 MHz wind profiler vs. the 915 MHz wind profiler over a two month period from December 10, 2010 to February 7, 2011. The x-axis shows the percentage of time that winds were computed for a given altitude. The 915 MHz profiler is able to compute some winds up to 4.5km while the 449 MHz wind profiler can compute winds up to 5.5km. The 449 MHz profiler has a problem computing winds below 500m, this is due to only using a high mode (long pulse) throughout the project. An alternating low and high mode (short pulse/long pulse) will be implemented for future projects. In later testing, isolation circulators added to the output of the transmitter improved low range gate performance by attenuating pulses reflected from the antenna.
Figure 2.23. Comparison of 449 and 915 MHz wind rate vs. altitude over a two month time period at PCAPS.

The cold-air pool science that was studied at the PCAPS project was successfully observed by the new 449 MHz wind profiler and can be seen in the data. First it must be confirmed that there is an inversion observed. In Figure 2.24, radiosonde data from 3 January 2011 shows an inversion between 1.5-2.5 km. The inversion is confirmed in the detail shown in Figure 2.24(b) showing warmer air above colder air.
Figure 2.24. (a) Radiosonde data from Salt Lake City, Utah on 3 January 2011. The curve on the left is dewpoint and the curve on the right is temperature. (b) Detail of 1-4 km altitude showing inversion between 1.5-2.5 km.
This is also seen in the wind profiler SNR data shown in Figure 2.25 which shows a warm low-SNR layer above the high-SNR cold-air pool at 08 UT, about the same time the radiosonde is launched. The cold-air pool is also seen in the wind data. Looking at the bottom of Figure 2.25, the westerly winds above 1.5 km are influenced by the synoptic scale, while the winds below 1.5 km are southerly winds within the cold-air pool originating from the south end of the Salt Lake Valley.

Figure 2.25. 449 MHz wind profiler data from Salt Lake City, Utah on 3 January 2011 showing persistent cold-air pool layers (top) and winds within the cold-air pool and winds influenced by the synoptic scale (bottom).

### 2.5 Conclusions

A new 449 MHz radar wind profiler has been demonstrated. This system will continue to be deployed in support of NCAR scientific field projects. A transmit section and three receivers were designed and tested. With low noise figure and adequate gain these receivers were tested to detect return signals with power levels down to -150 dBm.

An 80W LDMOS amplifier with PAE of 65% and gain of 13 dB was demonstrated at 449 MHz and used as a driver amplifier. Three 1 kW amplifiers based on LDMOS transistor technology were successfully combined to operate as a high power transmitter for this application. The 1 kW amplifiers have a PAE of 53.8% and a gain of 18.5 dB for operation up to 10% duty cycle. The new amplifiers were successfully integrated with the rest of the
radar system and deployed to the PCAPS field project at Salt Lake City, Utah. The winter cold-air pool phenomenon was observed with this system and wind measurements were compared with a 915 MHz DBS system operating at the same location. Results of this chapter have been published in [47].
Chapter 3

915 MHz Wind Profiler Radar Measurements

3.1 Introduction

In this chapter, wind measurements performed with the 915 MHz Multiple Antenna Profiler Radar (MAPR) and DBS wind profiler radars between 2008 and 2012 are presented. The first project presented is the Cloud and Precipitation Study (CPS) south of Miami, Florida in late summer 2008 using the 915 MHz spaced antenna MAPR system developed at NCAR in the late 1990s. Profiling of Winter Storms (PLOWS) is the next project that took place in Winter 2009-2010 in the Midwest United States using a mobile 915 MHz DBS wind profiler (MISS). The most recent field project is the Dynamics of the Madden-Julian Oscillation Project (DYNAMO) located south of Sri Lanka in the Indian Ocean using a ship-based 915 MHz DBS wind profiler. In addition to presenting observations from these projects, the goals of this chapter are:

- Demonstrate the need for higher altitude wind measurement capability than the current 915 MHz MAPR system;
- Motivate the need for clutter mitigation with the mobile 915 MHz DBS wind profiler (MISS) and on the ship-based 915 MHz DBS system.
3.2 The Cloud and Precipitation Study, Miami, FL

The Cloud and Precipitation Study (CPS) was a project led by Dr. Bruce Albrecht of the University of Miami in August and September of 2008 that studied convective storms in the Miami area and outer rain bands of tropical storms [53]. The 915 MHz Multiple Antenna Profiler Radar (MAPR) was deployed to this project. MAPR is an existing spaced antenna wind profiler radar that is capable of making rapid measurements to study the rapidly evolving structure of convective storms. Figure 3.1 shows a picture of the MAPR system at Miami, FL with a clutter fence and edge treatments described in Chapter 4. Note that this system does not beam steer or switch polarization. The array is divided up into four sections, each with its own receiver.

![Figure 3.1. The MAPR 915 MHz spaced antenna wind profiler radar at the Center for Southeastern Tropical Advanced Remote Sensing (CSTARS) in Miami, FL.](image)

Figure 3.1. The MAPR 915 MHz spaced antenna wind profiler radar at the Center for Southeastern Tropical Advanced Remote Sensing (CSTARS) in Miami, FL.

![Figure 3.2. GOES satellite data showing the extent of Tropical Storm Fay on August 19th, 2008.](image)

Figure 3.2. GOES satellite data showing the extent of Tropical Storm Fay on August 19th, 2008.
Figure 3.3. MAPR 915 MHz wind profiler data showing the passage of a rain band between 11-21 UT. Rain is indicated by the high SNR and negative vertical velocity. The winds intensify from 10 m/s to 20 m/s as Tropical Storm Fay passes over the area.

During this project, Tropical Storm Fay passed over Miami, FL on August 19, 2008, resulting in the closure of many offices and businesses. GOES satellite data shows the general extent of Tropical Storm Fay on August 19th in Figure 3.2. MAPR continued observations over this time and recorded data from one of the rain bands of the storm is shown in Figure 3.3. In the MAPR data, the passage of a rain band from Tropical Storm Fay is seen between 11-21 UT. The rain band is indicated by the high SNR and negative vertical velocity due to rain. Also, the winds increase from 15 m/s southeasterlies (wind from the southeast) to 20 m/s south-southeasterlies during the passage of the rain band. Around 14 UT the profiler mode was changed from clear-air mode to rain mode in order to observe higher altitudes. Because of the high humidity content of the air in this tropical region the refractive index variations are large compared with dry climates. This means the wind profiler radar SNR in general is higher in Miami, FL than Boulder, CO. An area for improvement can be seen in the data from 03-07 UT, where winds are calculated only...
for altitudes from ground level up to about 2 km. The limited height range does not allow observation of the veering winds aloft. A 449 MHz system would most likely observe higher altitude winds because the scale of the turbulence it observes is larger and therefore contains more energy and produces a stronger refractive index gradient.

3.3 Profiling of Winter Storms, Midwest USA

The Profiling of Winter Storms (PLOWS) project was a project that studied winter storms with a goal to improve the 0-48 hour precipitation forecast [54]. Winter storms were studied during February-March 2009 and December-February 2010 in the Midwest US (Illinois, Indiana, Iowa, Minnesota, Missouri, Nebraska, and Wisconsin). The NCAR Mobile Integrated Sounding System (MISS) was deployed to this field project and included a 915 MHz wind profiler radar mounted on a trailer pulled behind a truck, Figure 3.4. This system is powered by a generator so that it can be operated at any location without a easily accessible power outlet.

![Figure 3.4. The MISS 915 MHz wind profiler radar.](image)

To keep this system portable and quick to set up, there is no clutter fence or edge treatment on the antenna array as described in the next chapter. This can result in higher sidelobe levels than the traditional 915 MHz wind profiler with clutter fence and edge treatments. Data from the MISS 915 MHz wind profiler radar is shown in Figure 3.5. Inconsistency in the winds is noticed from ground level up to about 700m between 06-15 UT and highlighted by the red box in the figure. This same inconsistency is not seen in the radiosonde data from 08:37 UT (Figure 3.6).

A closer look at the SNR data (Figure 3.7 top) reveals the consistent clutter at a range of 500m (highlighted by a red box) produced by a wind turbine as noted in the logbook. Fortunately the NCAR Improved Moments Algorithm (NIMA) [55] is able to filter some of the clutter out, however there is still gaps in the data such as the gap at 10 UT where low altitude winds are lost below 500m (Figure 3.7 bottom).
Figure 3.5. Unfiltered wind measurements from the MISS 915 MHz wind profiler radar at Fort Atkinson, WI.
Figure 3.6. Radiosonde data at 08:37 UT at Fort Atkinson, WI. Altitude profile up to 16 km. Less inconsistency in winds at 500m altitude than wind profiler data.
Figure 3.7. 915 MHz Wind Profiler Radar data at Fort Atkinson, WI showing wind turbine clutter in the SNR plot (top) at a range of 500m. This results in the loss of some wind data in the 0-500m range around 10UT.

3.4 Dynamics of the Madden-Julian Oscillation, Indian Ocean

From August 2011 until February 2012 the DYNAMics of the Madden-Julian Oscillation project (DYNAMO) studied the Madden-Julian oscillation in the Indian Ocean. Much like the El Niño / La Niña weather pattern in North / South America, the Madden-Julian oscillation (MJO) is large scale climate pattern centered over the Indian Ocean. The MJO affects weather phenomena that originate in the Indian and Pacific Ocean areas. In the coastal areas of the
Western US, the MJO is known to influence a local weather phenomena known as the Pineapple Express. The Pineapple Express is precipitation that approaches that West Coast of the US from the direction of Hawaii (named Pineapple Express because many pineapples are grown in Hawaii). As shown in Figure 3.8, the Pineapple Express is influenced by the MJO about 7-10 days before the event and brings precipitation to the West Coast of the United States from the direction of Hawaii in the Pacific Ocean [56]. The weather anomaly approaches the area of Hawaii and becomes a “Pineapple Express” about 3-5 days before it approaches the West Coast of the US.

Figure 3.8. Influence of the Madden-Julian Oscillation on weather phenomena in the Western United States, such as the Pineapple Express (from[56]).

To study the MJO, a network of radars and radiosonde (weather balloon) stations were deployed at different sites in the Indian Ocean as shown in Figure 3.9 [57]. NCAR wind profilers were deployed to a ground-based station at the island of Diego Garcia and a ship-based station at 80E in the Indian Ocean (SE Ship).
Figure 3.9. Locations of ship and ground-based radars and radiosonde stations for the Dynamo project (from [57]).

Figure 3.10. Placement of the NCAR wind profiler radar on the aft deck of the Roger Revelle (from [58]).

An NCAR 915 MHz wind profiler was placed on the Research Vessel Roger Revelle. The Roger Revelle is operated by the Scripps Institution of Oceanography at UC-San Diego. The 915 MHz wind profiler was installed at
Darwin, Australia on the aft deck of the ship (see Figure 3.10) during a setup period from August 19-28, 2011. Wind data was taken by the system starting on August 29, 2011 en route to Cocos Island, Australia. After the September 5, 2011 stop at Cocos Island wind data were taken in the Indian Ocean area primarily south of Sri Lanka at 8S, 80E. Four port calls were made at Phuket, Thailand with the last call on January 8, 2012. The last leg of operations was en route to Durban, South Africa where the Wind Profiler was taken off of the ship on February 12, 2012.

A sample of wind profiler data taken during the author’s time on the ship is shown in Figure 3.11. This data shows mostly easterly winds from 1-2 km and southerly winds around 3 km during the time 02-14 UT on September 10, 2011. SNR levels allowed computation of winds from an altitude of about 200m up to about 4 km. Figure 3.12
shows radiosonde data at 11:18 UT on the same day with east-southeasterly winds up to 2 km and southerly winds from 3-5 km.

Figure 3.12. Radiosonde wind profile data, including skew-t temperature (right curve) and humidity (left curve) profile from the R/V Revelle in the Indian Ocean.

During the leg from Cocos to Phuket starting on September 5, comparisons were made between the wind profiler, launched radiosondes, and the NOAA High Resolution Doppler Lidar (HRDL), Figure 3.13. The NOAA
HRDL is a beam steered lidar that can determine horizontal winds like a wind profiler radar [59]. Because the lidar requires aerosols for backscatter, the altitude coverage is lower than a wind profiler radar.

As seen in the data, the radiosonde has very fine vertical resolution, but there is a wide variance. Because of the motion of the radiosonde while it travels through the air, the indicated GPS wind speed varies as much as 5 m/s. Also, because the radiosonde was only launched twice per day during this time period, the amount of time between the radiosonde measurement and an interesting radar or lidar measurement can be significant. Looking at both sides of Figure 3.13 (wind direction and wind speed), the 915 MHz wind profiler is not able to compute accurate winds below 1 km, but it is able to compute winds up to 4.5 km, while the lidar is only able to compute winds up to about 1.7 km. The reason that the wind profiler cannot compute winds below 1 km is because of moving sea clutter. Comparing Figure 3.11 and Figure 3.13, the northerly winds (highlighted with a red box) in Figure 3.11 from 08-14 UT up to 1 km can now be interpreted as erroneous because of sea clutter. The NCAR Improved Moments...
Algorithm will be applied to this data in the future, and will reduce the effect of sea clutter, but gaps in the data will be frequent because of the strong sea clutter signal. Especially when the ship is moving, ocean waves are moving away from the ship at velocities similar to winds. Because ocean waves are a hard target, they reflect much more of the radar pulse than atmospheric turbulence. Figure 3.14 shows the NCAR 915 MHz wind profiler surrounded by the R/V Revelle ship structure and the Indian Ocean with many ocean waves.

Figure 3.14. NCAR 915 MHz wind profiler radar installed on Research Vessel Roger Revelle. Ocean waves produce reflections from the sidelobes of the radar which result in sea clutter.

While Figure 3.13 presented a case of no wind profiler radar winds below 1 km, sometimes the radar is able to compute winds at lower altitudes such as in cases when the ship is not moving or there is calm seas. Figure 3.15 presents such a case. Here the wind profiler radar is able to see winds down to 250m and up to 5 km. The HRDL is able to see winds up to 2.1 km. The HRDL is dependent backscatter from aerosols, so the height coverage is limited to lower altitudes where aerosols are abundant. The difficulty measuring winds below 1 km because of sea clutter is a motivation to analyze the 915 MHz wind profiler antenna sidelobe levels. This will allow exploration of designs that may allow reduction of the sidelobe levels and sea clutter.
Figure 3.15. Comparison of radiosonde, NCAR 915 MHz wind profiler low mode (LM), high mode (HM), and NOAA HRDL Doppler lidar winds. In this case, the wind profiler radar is able to detect winds down to about 250m (from Alan Brewer, NOAA).

3.5 Conclusions

This chapter has shown wind measurements using the 915 MHz wind profiler radars from projects studying weather phenomena such as convective storms, tropical storms (CPS), winter storms (PLOWS), and large scale climate phenomena such as the Madden-Julian Oscillation (DYNAMO). These measurements show the limitations of the existing 915 MHz wind profiler radars in high clutter environments such as near wind turbines or on a ship with sea clutter. Reduction of antenna sidelobe levels is proposed for clutter mitigation and will be explored in the next chapter. Recent results presented in this chapter are planned for a publication in the Journal of Atmospheric and Oceanic Technology.
Chapter 4

Wind Profiler Radar Antenna Sidelobe Reduction

Wind profiler pulsed radars measure small (on the order of 80 ppm) changes in electric permittivity of clear air resulting from turbulence caused by wind at heights ranging typically from 150m to 18km. For example, 915-MHz DBS wind profiler radar was first described by Ecklund et al. [6] with improvements by Russell and Jordan [60]. Another method is interferometric, referred to as a “spaced antenna” method [15], in which the horizontal winds are computed from the time lag of correlated signals between receivers. For example, the National Center for Atmospheric Research (NCAR) 449-MHz spaced antenna wind profiler is described in [47]. The spaced antenna method was also used by the existing Multiple Antenna Profiler Radar (MAPR) [9].

Both types of wind radars have main antenna pattern lobes pointing in the zenith direction, and sidelobes of the radiation pattern result in clutter from ground or sea. The 200-dB attenuation of the transmitted radar signal requires high transmitted power levels on the order of 1-kW peak power with a 10% pulse duty cycle and 1µs long pulses. Thus, for a 1-kW transmitter, sidelobes at -40 dB can contribute clutter returns on the order of -100 dBm, while the desired averaged Bragg scattered signal is at a -150dBm level. Therefore, reduction of sidelobe levels is important for reducing radar returns from ground clutter and is commonly done with a modified 3-D metallic ground plane referred to as a clutter fence. Clutter fences have been used by radars since the 1960’s [61]. These shields can be relatively large, e.g. in [62] the size of the main radiator is 18m while the total size of the antenna with the far-field clutter fence is 150m. For a portable and easily deployable radar, it is of interest to have a compact clutter fence, with the fence located as close to the antenna as possible. In [63], diffraction off edges of a ground plane are discussed theoretically, and [64] demonstrated a slot-based modification of the fence edges for further sidelobe attenuation. More recently, a US patent proposes using an array of λ/4 corrugations as an edge treatment [65], as
implemented in the 915MHz radar shown in Figure 4.1. Electromagnetic simulations of clutter fences have been
presented by Rao et al [104] using Uniform Theory of Diffraction and Physical Optics techniques. However, to the
best of our knowledge a systematic study of clutter fences and edge treatments using full wave simulation has not
been presented.

Figure 4.1.(a) Photograph of 915 MHz wind profiler radar antenna covered by a radome and surrounded by a clutter
fence with four edge treatments. (b) Diagram illustrating zenith-looking 915 MHz 64-element square patch antenna
array under radome.

A number of full-wave electromagnetic simulation techniques were evaluated to determine wind profiler radar
antenna patterns. Element patterns were initially determined by using the Method of Moments [107] code with
AWR EMSight and then later using the 3D Finite-element Method with Ansoft HFSS. Another Method of Moments
implementation called NEC-2 (the Numerical Electromagnetics Code) was evaluated for initial simulations of the
wind profiler radar clutter fence. NEC-2 requires converting all structures to wire grids and is more resource
intensive than FEKO. FEKO is a 3D Method of Moments code that was successfully used to simulate the whole antenna structure including the clutter fence. FEKO also has an implementation of the Multilevel Fast Multipole Method (MLFMM) which allows faster computation of Method of Moments problems with the use of less memory.

The goal of this chapter is to evaluate sidelobe reduction methods for existing 915-MHz and 449-MHz wind profiler radar systems which can be easily implemented in hardware and with a potential to mitigate effects of clutter for land-based, land-mobile, and ship-based operations.

### 4.1 915-MHz Beam-Steered Antenna with Clutter Fence

Over 100 existing wind profiler radars use a 915-MHz 8x8 square patch antenna array, each with two cross-polarized feeds, which is located under the fiberglass radome in Figure 4.1. The sides of the clutter fence consist of metal coated panels typically at $\alpha = 15^\circ$ relative to zenith, depending on the system. Referring to Figure 4.2, the top edges of the clutter fence have an edge treatment mounted at $\beta = 22^\circ$ above horizontal. The edge treatment consists of parallel quarter-wave deep corrugations spaced at less than a tenth of a free space wavelength [65]. The specific antenna shown in Figure 4.1 has 13 corrugations, as shown in the Figure 4.2 simulated geometry.

The existing beam steering system uses both horizontal and vertical linear polarization. In order to better understand effects of edge modifications on array patterns, the existing array was simulated with a full-wave electromagnetic field simulator (Feko from EMSS, Inc. [66]). First, the 22$^\circ$ edge treatment angle was confirmed to result in the most sidelobe suppression for a fixed clutter fence panel angle of 15$^\circ$, as summarized in Figure 4.3. Figure 4.3 shows the sidelobe levels near the horizon for the E-plane. Edge treatments with $\beta = 22^\circ$ provide about 3 dB lower sidelobe levels in the E-plane. The angle of the edge treatment is critical to within a few degrees; a vertical edge treatment has a 5 dB higher sidelobe level than no treatment. A horizontal treatment has a sidelobe level similar to no edge treatments. The trace for “$\beta=22.5^\circ$ and separated” shows that connecting the corrugations with the fence electrically does not result in any significant reduction in sidelobe levels.
Figure 4.2. (a) CAD Model of 915-MHz clutter fence with two edge treatments. (b) Detail CAD drawing of a single edge treatment with dimensions.
The simulations are performed for arrays without a clutter fence and compared to various cases of clutter fence geometries in order to understand the effects of edge treatments that could lead to the most effective design. E and H-planes of an 8x8 array of linearly-polarized half-wave dipoles are considered instead of the square patch antennas to simplify the simulation due to memory constraints encountered in this electrically-large three-dimensional problem. The general conclusions should not depend on the exact antenna element, as the radiation pattern of a patch is similar to that of a dipole above a ground plane. For this simulation, the angle of the edge treatments is kept at $\beta = 22^\circ$ (Figure 4.4). The standard radome is also not considered in the simulation for simplicity, since it should not affect the radiation pattern. The edge treatments in the simulations consist of metal corrugations about $\lambda/4$ deep, $\lambda$ wide, with a spacing less than $\lambda/10$ [65], as shown in Figure 4.2(b).

The entire structure in Figure 4.2(a) was simulated with Feko for the following cases: (1) no clutter fence; (2) clutter fence with no edge treatment; (3) edge treatment as shown in Figure 4.2(a) on the two sides perpendicular to the H-plane; and (4) edge treatment on all four sides of the fence. The following conclusions can be made from the results plotted in Figure 4.4:

- the sidelobe level is unacceptably high in the H-plane without a fence; thus a clutter fence should be used;
- the E-plane sidelobes degrade with a clutter fence, so the natural conclusion would be to only have a clutter fence with two sides for the H-plane. However, since the existing radar uses dual polarization, this is not possible;
for the same reason, the edge treatments on all 4 sides of the fence should be used, and they reduce the horizontal sidelobe level by about 5 dB at the horizon.

After determining that the edge treatment is beneficial on all sides of the clutter fence for dual-polarized arrays, variation of the number and spacing of the corrugations was explored. It was found that the $\lambda/10$ spacing of $\lambda/4$ corrugations was optimal, and that the performance does not vary as long as the total length of the corrugations is larger than a free-space wavelength $\lambda$.  

Figure 4.4. (a) Simulation of E-plane and (b) H-plane pattern for the four cases described in the text, and for $\beta=22^\circ$ and $\alpha=15^\circ$.  

After determining that the edge treatment is beneficial on all sides of the clutter fence for dual-polarized arrays, variation of the number and spacing of the corrugations was explored. It was found that the $\lambda/10$ spacing of $\lambda/4$ corrugations was optimal, and that the performance does not vary as long as the total length of the corrugations is larger than a free-space wavelength $\lambda$.
4.2 Sidelobe Reduction in the New 449 MHz Spaced Antenna Array

Architecture

The antenna used in the 449 MHz spaced antenna wind profiler radar is a modular design using three 18-element linearly-polarized circular patch antenna hexagonal arrays (54 elements total). Circular patch antennas in hexagonal arrays have been considered by simulations earlier by Law [48]. This type of antenna array is chosen for the wind-profiler due to its low sidelobe levels which minimize ground clutter and allow operation without a clutter fence. The basic unit array is the 18-element hexagonal array, shown in Figure 4.5(a). This array can be used as a sub-array and lends itself easily to modular and scalable arrays. Figure 4.5(b) shows a simulated antenna pattern for the 18-element hexagonal array, using Ansys HFSS [49] for the single element and a standard array pattern calculation (following Law [48]) for the array. The simulation in 4.5(b) neglects effects of mutual coupling.

The circular patch antennas are probe-fed for linear polarization [50] and implemented using single sided copper FR4 circuit board material separated from the ground plane by a 13-mm thick Nida-Core H8PP honeycomb material which has a relative permittivity of \( \varepsilon_r = 1.12 \). The ground plane is a 3-mm thick aluminum sheet chosen for light weight and mechanical stability. Figure 4.6 shows HFSS electric field simulation of a single 449 MHz pin-fed circular patch antenna with these dimensions and plot of the electric field vector illustrating the polarization of the patch antenna.

These antennas were custom built for this application and Figure 4.7(a) shows the construction by Warner Ecklund of one of the 6-element parallelograms that make up the hexagonal array. The patch feed points are 5.8 cm offset from the center for a good match to 50-\( \Omega \) SMA connectors. After adding a 25-mm thick polystyrene flat radome above the patches, the return loss of the antenna was measured using a vector network analyzer calibrated to the SMA connector. The match is better than -15dB at the 449-MHz design frequency, as shown in Figure 4.7(b).
Figure 4.5. (a) 18-Element hexagonal circular patch antenna array for 449 MHz. (b) Antenna pattern simulation following Law [48]. Scale is in dB with reference to main beam. Edge of circle is horizon, center is zenith. Sidelobes at horizon are more than 35 dB less than main beam.
Due to the size of the array and the large wavelength, it was not possible to measure the antenna pattern in an anechoic chamber. To confirm the important low sidelobe levels, measurements were made at an outdoor antenna range as illustrated in Figure 4.8(a). The 18-element array was driven by a calibrated 18-way splitter network. The sidelobe levels were measured at horizon (0°), 12.6° and 20°, limited by the height of the telephone pole used for the probe antenna in the far field of the array. The measurement data is shown in Figure 4.8(b), confirming the low sidelobe levels at the horizon. The measured -30 dB level is sufficient to eliminate the need for a ground clutter fence.
Figure 4.7. (a) Photograph of a 6-element subarray from Figure 4.5(a), showing the patch probe feed position. A 25-mm thick polystyrene layer is epoxied on top of the panel to protect against moisture. (b) Measured and simulated $|S_{11}|$ of one of the circular patch antennas.
Figure 4.8.(a) Procedure for measuring 18-element antenna array sidelobes. Antenna is rotated about its axis for each elevation angle. (b) Single hexagon, 18-element array measured antenna sidelobe levels (receiver polarization oriented horizontally). Main beam is pointing at zenith.
Figure 4.9. (a) 54-Element hexagonal circular patch antenna array for 449 MHz with connections to the transmitter and receivers as shown. The center to center spacing is $\Delta x = 231$ cm. (b) Antenna pattern simulation. Scale is in dB with reference to main beam. Edge of circle is horizon, center is zenith. Sidelobes at horizon are more than 35 dB less than main beam.
After measurements confirming low sidelobe levels in the 18-element array, two additional 18-element arrays were built to complete the 3-receiver system with a total of 54 elements. The configuration and simulated antenna patterns for the 54 element array factor is shown in Figure 4.9(a) and (b). The size of the arrays were chosen to allow easy transport between field projects. After construction of the three arrays and their splitter networks and feed cables, phase and amplitude were measured at each element to confirm proper phasing of the antenna. This test was accomplished by using a VNA and a near field test patch positioned above each element in a repeatable manner. Amplitude data from one of the hexagons is shown in Figure 4.10.

![Figure 4.10. Amplitude check of each element of an 18-Element array using a VNA. A theoretical 54-way split is -17 dB.](image)

This section has described the architecture of a 54-element circular patch array with 18-element hexagonal subarrays. The hexagonal array was chosen because it is modular and can be reconfigured into large 3, 7, or 19-hexagon arrays (each hexagon with 18 elements). The size of the hexagonal array allows easy transport between field projects. These arrays were designed to have low antenna sidelobe levels. Simulations of the design and measurements confirm the low sidelobe level performance. The results of this section are presented in [51] and [52].
4.3 Clutter Fence Effects for a 18-Element 449-MHz Hexagonal Patch Array

A new 449 MHz spaced-antenna array radar has been developed for wind profiling and is described in [47]. The lower frequency is chosen for higher SNR because the scale of the turbulence increases the Bragg scatter from clear air for longer wavelengths. In addition to 2-kW high-power and high-efficiency (60%) LDMOS power amplifiers in the transmitters [67], this wind profiler is designed to be modular and consists of several hexagonal antenna sub-arrays. Although the circular patch antenna elements and the hexagonal lattice considerably reduce the sidelobes [47], clutter is still limiting the radar performance. In contrast to the beam-steering antennas, in a spaced-antenna array the main beam always points in the zenith direction and the sidelobes do not vary during operation. Therefore, it is expected that a clutter fence will be even more beneficial than in the case of the 915-MHz antenna array.

Ideally, to minimize sidelobes, one would extend the clutter fence / extended ground plane as far as possible, but to maintain the portability of the system, the height is constrained to 1m. Simulations of a single hexagonal sub-array consisting of an 18-element array of circular patches were performed for a 1-m tall clutter fence, as shown in Figure 4.11. A vertical clutter fence was simulated for all cases except for the final 15° tilt simulation.

![Figure 4.11. Layout of a 449-MHz 18-element circular patch hexagonal array with clutter fence at 15° tilt on sides B1 and B2, intersecting the H-plane. E-plane is parallel to red axis, H-plane is parallel to blue axis.](image)

Figure 4.11 shows the sidelobe performance of the 449 MHz 18-element array in the E-plane and H-plane. Five different configurations were simulated: (1) no clutter fence; (2) vertical clutter fence on sides A1 through A4
(intersecting E-plane); (3) vertical clutter fence on sides B1 and B2 (intersecting H-plane); (4) vertical clutter fence on all sides; and (5) clutter fence on sides B1 and B2 with a 15° tilt.

Figure 4.12. (a) Simulation of sidelobe levels in the E-plane and (b) H-plane. A vertical clutter fence was simulated for all cases except for the final 15° tilt simulation.

The results show that:

- the E-plane has better performance without any clutter fence (sidelobe levels at $\theta = \pm 90^\circ$ are more than 40dB down from main lobe);
- the H-plane has the opposite response; sidelobe levels without the clutter fence are highest. H-plane sidelobe levels are lowest with a clutter fence on all sides;
- since a clutter fence on all sides causes the worst performance in the E-plane, a compromise is made by only adding clutter fence panels on the two sides that are intersecting the H-plane.
• a vertical clutter fence intersecting the H-plane still causes increased sidelobe levels in the E-plane. When the clutter fence is tilted outward 15° from vertical, the E-plane sidelobe levels near the horizon are decreased by about 5 dB.
• the edge treatments discussed earlier provided the most benefit to clutter fences intersecting the E-plane. Since the 449 MHz system has a fixed polarization and the beam is not steered, a clutter fence intersecting the E-plane is not recommended and the use of edge treatments is of limited benefit.

4.4 Antenna Height Effects for a 18-Element 449-MHz Hexagonal Patch Array

The other possible parameter that would affect sidelobe level is the height of the array above earth ground. Assuming sandy loam soil type ($\varepsilon_r=2.55$, $\tan\delta=0.017$), a simulation was performed for the 18-element circular patch array for 80cm and 20cm above ground, without clutter fence, and the co-polarized (horizontal) gain in the 5° elevation plane is shown in Figure 4.13(a). Validation measurements of the normalized pattern were performed in one accessible quadrant in the far field, Figure 4.13(b). This shows that, for a single array, the sidelobes can be reduced by 10dB by decreasing the height of the antenna above ground. However, this is less practical than having a fixed fence since ground properties and surroundings can vary in the field. Depending on soil type and moisture content, soil properties can vary between $\varepsilon_r=2.5$ to $\varepsilon_r=20$, and $\tan\delta=0.0065$ to $\tan\delta=0.52$ at 300 MHz [68].

Figure 4.14 shows a simulated configuration of three 449-MHz hexagonal arrays with two-sided clutter fences at 15° tilt intersecting the H-plane. Simulations show that two of the clutter fence panels facing the middle of the array can be removed without degradation of the horizontal sidelobe performance. Because each hexagon is an independent receiver, only one of the three hexagonal arrays is fed for this simulation of the receive antenna pattern. Since this antenna will almost always be constructed in a vertically pointed orientation above an earth surface, the model includes an infinite ground plane at that plane with a relative permittivity of 2.59 and dielectric loss tangent of 0.017 for soil and exact Sommerfeld integrals to model the ground. A 3-D plot in Figure 4.14(b) shows the total gain in dBi, for an array height of 1m above the ground, note that the front-to-back ratio is 18.4 dB.
Figure 4.13. (a) Simulation of sidelobe levels (dBi) at elevation $\theta=85^\circ$ for array at 20cm and 80cm heights. (b) Measurements of sidelobe levels (dBm) at 20cm and 80cm heights.

Figure 4.14(c) shows a plot of gain vs. azimuth at $10^\circ$ elevation, for an array height of 1m above the ground. With a main lobe gain of 19.3dBi, the average and peak sidelobe levels (SLL) at $10^\circ$ elevation can be calculated from the simulated data in this plot. The average sidelobe levels for the different configurations are summarized in Table 4.1. There is an average SLL difference of 2 dB between having a clutter fence and not having a clutter fence. The difference in peak SLL is 5 dB, so the fence is beneficial but less so than placing the array at an optimal distance above a known ground.
Figure 4.14. (a) Photo of 3 449-MHz hexagonal arrays with radomes and no clutter fence. (b) Layout of 3 449-MHz hexagonal arrays with clutter fence panels intersecting the H-plane. (c) Gain (dBi) at 10° elevation for an array height of 1m with and without the two sided clutter fence shown in Figure 4.11.
Table 4.1: Three Hexagonal Array Sidelobe level

<table>
<thead>
<tr>
<th>Configuration</th>
<th>With fence</th>
<th>w/o fence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average sidelobe level</td>
<td>-37dB</td>
<td>-35dB</td>
</tr>
<tr>
<td>Peak sidelobe level</td>
<td>-32dB</td>
<td>-27dB</td>
</tr>
</tbody>
</table>

4.5 **Optimal Spacing of Three 18-Element Hexagonal Arrays**

An additional important design consideration for the 449 MHz system is the chosen spacing of the hexagonal arrays for both transmit and receive performance. As briefly described in the introduction and elaborated in [9], spaced antenna radar systems depend on cross-correlation of the receiver signals in order to compute horizontal velocities. A cross-correlation at zero lag $c_{12}(0)=0.5$ between signals received on two of the arrays results in optimal Full Correlation Analysis algorithm performance [28]. The performance of the spaced antenna radar is dependent on the transmit and receive beamwidths and the receiver spacing. An antenna constant, $a_h$, which relates the transmit and receive beamwidths to the wavelength is defined as (from Cohn et al.[9]):

$$a_h = \frac{2\pi\alpha(\theta_T, \theta_R)\theta_T}{\lambda}$$

Where $\theta_T$ and $\theta_R$ are the first null beamwidths (principal lobe) of the transmit and receive antennas and $\alpha$ is an angular weighting function. The antenna constant $a_h$ is directly related to the cross-correlation at zero lag, $c_{12}(0)$ between two spaced receiver signals by:

$$a_h = \frac{2}{\Delta x} \sqrt{-\ln[c_{12}(0)]}$$

where $\Delta x$ is the spacing between receivers. Because a higher value of the cross-correlation function $c_{12}$ results in a more accurate velocity determination, it is useful to rearrange this equation for the purpose of antenna array design:

$$c_{12}(0) = \exp\left[-\left(\frac{\Delta x a_h}{2}\right)^2\right]$$
This equation shows that a higher cross-correlation function will result from smaller transmit and receive beamwidths and smaller spacing between receiver arrays. Assuming edge-to-edge spacing of the subarrays, a larger antenna will produce a smaller beamwidth, but also result in a higher cross-correlation. Table 4.2 shows the values of these parameters for the existing MAPR system, and the new 3-hexagon and 7-hexagon Spaced Antenna Interferometry (SAI) systems with edge-to-edge spacing. Like MAPR, the 7-hexagon system has the additional benefit of two different length baselines.

Table 4.2: Antenna Parameters

<table>
<thead>
<tr>
<th>Antenna</th>
<th>TX BW</th>
<th>RX BW</th>
<th>$a_h$</th>
<th>$\Delta x$</th>
<th>$c_{12}(0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3-hexagon (449 MHz)</td>
<td>10°</td>
<td>18°</td>
<td>0.91</td>
<td>2</td>
<td>0.45</td>
</tr>
<tr>
<td>7-hexagon (449 MHz)</td>
<td>7°</td>
<td>10-18°</td>
<td>0.64</td>
<td>3.3</td>
<td>0.31</td>
</tr>
<tr>
<td>MAPR (915 MHz)</td>
<td>9°</td>
<td>18°</td>
<td>1.58</td>
<td>1.3</td>
<td>0.35</td>
</tr>
</tbody>
</table>

For proper operation of the system it is desired to place the sub-arrays at a spacing $d$ that results in optimum $c_{12}(0)$ and the lowest sidelobe level near the horizon. Another tradeoff that was explored is whether a larger spacing that decreases the transmit beamwidth will negate this improvement because of the lower cross-correlation function. This tradeoff was simulated with FEKO using both method of moments and the multilevel fast multipole method (MLFMM) [66]. A realistic ground was simulated one meter below the antenna array using a reflection coefficient approximation for a homogeneous half-space in the region $z<0$ with a relative permittivity of 2.59 and dielectric loss tangent of 0.017 for soil. The spacing of the antenna arrays was varied. The FEKO simulation provided the transmit beamwidth and receive beamwidths and $c_{12}(0)$ was calculated using Equation (3). Measurements of $c_{12}(0)$ at three different spacings were taken using the system shown in Figure 4.14(a).
Figure 4.15(a) shows a plot of simulated and measured cross-correlation at zero lag \( c_{12}(0) \) and transmit beamwidth as a function of edge-to-edge antenna spacing. Figure 4.15(b) is a plot of \( c_{12}(0) \) and sidelobe level at 10° elevation, as a function of edge-to-edge antenna spacing.

The simulation shows that the optimum spacing for the desired \( c_{12}(0)=0.5 \) is not achievable, i.e. the arrays would need to overlap. For \( d=0 \) m, i.e. aligned edges, the cross-correlation is maximized and edge-to-edge spacing is the dominant factor affecting \( c_{12}(0) \). Transmit beamwidth affects \( c_{12}(0) \) weakly. The effect of transmit beamwidth is seen at the edge-to-edge spacing of 0.4 m, where transmit beamwidth decreases relatively, resulting in a larger \( c_{12}(0) \). While the best spacing for \( c_{12}(0) \) is 0 m, the optimum spacing for low sidelobe levels is about 0.45 m. Height of the array above the ground mostly affects the sidelobe levels and would not significantly affect \( c_{12}(0) \).

Figure 4.15(a) Plot of cross-correlation at zero lag \( c_{12}(0) \) and 3 dB transmit beamwidth as a function of edge-to-edge antenna spacing. (b) Plot of cross-correlation at zero lag \( c_{12}(0) \) and sidelobe level at 10° elevation (dB down from main beam).
4.6 Discussion and Conclusions

In summary, clutter fence design simulations for the two types of wind profiler radar discussed in this thesis are shown to improve the sidelobe level in order to reduce clutter. The first type of radar is based on beam steering, and a number of existing 915-MHz radars using dual-polarized square patch antennas, such as those presented in Chapter 3, are deployed currently on land and sea. It is found that for a compact clutter fence, there is an optimal angle of the clutter fence sides, and edge treatment of the clutter fence results in lowest sidelobe level.

The second type of wind profiler described in Chapter 2 operates at 449 MHz and is based on the spaced-antenna (interferometer) method using optimized circular patch antennas. In this case, it is found that a clutter fence does not affect the sidelobe level as much, and that edge treatments do not contribute additionally to sidelobe suppression. A clutter fence intersecting the H-plane provides about 5 dB of sidelobe level reduction near the horizon. RF absorber material could be considered for use in addition to the clutter fence, but there are concerns about portability and weather resistance of the material. For good performance at the 449 MHz frequency, the absorber material would need to be at least 45cm thick. This material would not be easy to store and transport. For this modular array, transmit beamwidth, average sidelobe level, and cross-correlation values were simulated as a function of sub-array spacing for the implemented three-hexagon array. It is found that for the three hexagon system, it is not possible to achieve the optimal system cross-correlation parameter, and zero spacing gives the best performance at the expense of non-optimal sidelobe levels. However, it will be shown in Chapter 6 that as the array is scaled and more sub-arrays are added, the system parameter increases and it is possible to choose a sub-array spacing that minimizes the sidelobe level. Ideally, horizontal sidelobe levels would be over 100 dB down from the main beam. Since this is not achievable with a limited antenna size, a compromise is made between antenna size and horizontal sidelobe levels.

The results of this chapter will be submitted to the IEEE Transactions on Antennas and Propagation [69].
Chapter 5

Low-Cost 63% Efficient 2.5-kW UHF Power Amplifier

A wind-profiling radar measures weak return signals from variations in atmospheric relative permittivity, and the signal-to-noise ratio (SNR) is directly proportional to transmit power [70]. In the 449-MHz allocated band with a 2-MHz -20dB bandwidth, the maximum transmit EIRP is 110dBm, while received signals are typically on the order of -150dBm. Traditionally, the final PA in the transmitter has been the highest cost of the radar. Commercially available PAs with pulse powers above 2 kW cost upwards of US$30,000 [71,72]. The goal of this work is to develop a low-cost UHF power amplifier using new LDMOS technology.

The power amplifier is the front end of a new wind profiler radar with a unique modular hexagonal antenna design, as shown in Figure 2.1 [47]. The radar pulse is transmitted from all three antennas, but the return signal is received separately on each antenna. This configuration is referred to as a spaced antenna radar, which is an interferometric technique that allows computation of the horizontal wind vector components, while the vertical component is found from the Doppler shift [73]. The hexagonal design allows the antennas to be configured into a 3 (Figure 2.1), 7, or 19 hexagon array. Because it is desired to transmit a higher power level with the larger arrays, multiple 1-kW power modules are combined together in a transmitter.

Radar power amplifiers have traditionally used BJT technology [74,75]. New low-cost LDMOS transistor technology [76,77] makes kilowatt-level pulse amplifier modules possible. A number of different medium (~50W) and high (~1 kW peak) pulse power amplifiers were evaluated for use as a wind profiler radar power amplifier. Initially the Triquint AGR09045E and the Freescale MRF5S9070 were evaluated for use in a distributed amplifier configuration where each element in the array would have a power amplifier module installed directly behind the patch antenna. As higher power (1 kW peak) LDMOS transistors became available, they were considered for use in a single transmitter. This transmitter would amplify a pulse to be split 54 ways to drive each patch antenna. The
transistors evaluated are listed in Table 5.1. The best cost/performance ratio is with the NXP BLF578 with a cost of 20 cents per Watt.

Table 5.1: LDMOS transistors evaluated for use as a wind profiler radar power amplifier

<table>
<thead>
<tr>
<th>Transistor manufacturer</th>
<th>Part</th>
<th>Vd</th>
<th>Pout</th>
<th>Duty cycle</th>
<th>$/W</th>
<th>Cost/device</th>
<th>Frequency range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Triquint</td>
<td>AGR09045E</td>
<td>28</td>
<td>45W</td>
<td>CW</td>
<td>102</td>
<td>$46</td>
<td>Up to 900 MHz</td>
</tr>
<tr>
<td>Freescale</td>
<td>MRF5S9070</td>
<td>26</td>
<td>80W</td>
<td>CW</td>
<td>45</td>
<td>$35</td>
<td>Up to 1 GHz</td>
</tr>
<tr>
<td>Freescale</td>
<td>MRF6VP41</td>
<td>50</td>
<td>1kW</td>
<td>20%</td>
<td>60</td>
<td>$600</td>
<td>10-500 MHz</td>
</tr>
<tr>
<td>NXP</td>
<td>BLF578</td>
<td>50</td>
<td>1.2kW</td>
<td>20%</td>
<td>20</td>
<td>$230</td>
<td>10-500 MHz</td>
</tr>
</tbody>
</table>

This work focuses on the use of the low-cost (~$300) NXP BLF-578 transistors [78]. When used in a push-pull configuration, a single module can produce over 1 kW peak pulse power at 10% duty cycle. In the remainder of the chapter, the implementation and characterization of two combined PAs that result in a 2.5 kW peak pulse output with a 63% drain efficiency at peak power is described.

5.1 High Power Amplifier Design

For a CW power amplifier at UHF and microwave frequencies, the best way to design the input and output matching networks is to use computer controlled load pull tuners, such as those made by Focus Microwave and Maury Microwave. At lower frequencies such as 449 MHz however, these tuners are physically large and expensive. For pulsed load pull at kW-level powers, another issue is that arcing in the tuners can occur during measurements.

Manual stub tuners provide another low-cost design method. These tuners are available from Maury Microwave and require manual adjustment of the tuner to create the impedance that results in the best efficiency, output power, and gain. An important consideration when using these tuners is that the insertion loss created by the tuner varies with adjustment position and must be calibrated out. Also, since the tuners are a short circuit stub, a DC bias block must be provided between the transistor and the tuner. An amplifier using the Triquint AGR09045E transistor was designed using this method as shown in Figure 5.1.
Figure 5.1. (a) Photograph of the amplifier input and output impedance tuning measurement with a Triquint AGR09045E transistor. (b) Manual stub tuners for this measurement. Length of stub is changed by sliding rod in or out.
The signal generator provides the 449 MHz signal that is amplified by a Sirenza XD010-04S-D4F driver amplifier. The input power level is measured with a directional coupler. A manual stub tuner is connected to the input of the transistor / bias fixture and another tuner connected to the output. The output is connected to a high power load / attenuator. After the attenuator, the output is measured with a spectrum analyzer for oscillations and harmonics and with a peak power meter for output power level. These measurements are recorded along with drain supply voltage and current in order to compute gain and power added efficiency. Power added efficiency (PAE) is defined by the following equation:

$$\text{PAE} = \frac{P_{\text{out}} - P_{\text{in}}}{P_{\text{DC}}}$$

When the best tuner configuration is found, the impedance of the tuner is measured with a vector network analyzer. This measured impedance can now be designed into the circuit.

Higher amplifier efficiency can be achieved with a more efficient class of operation. The most common classes of operation are Class-A, B, C, D, E, and F. Each of these classes has a different drain voltage and current waveform combination shown in Figure 5.2 from Raab et al [106]. Efficiency of these amplifier classes can be evaluated visually by observing the overlap of the voltage and current waveforms. More overlap in the waveforms means higher power dissipation in the transistor. While an amplifier may be designed for a particular class of operation, the actual class of operation can be difficult to verify. One method to determine class of operation is to measure the drain voltage waveform with an oscilloscope. At UHF frequencies and above this measurement can be difficult without disturbing normal operation of the circuit.

By sacrificing the linearity of the Class-A mode of operation, higher theoretical efficiency can be achieved. Table 5.2 compares the theoretical efficiency of the common classes of amplifier operation. Note that these values of theoretical efficiency require perfect conditions which are ordinarily not achievable. For example, 100% efficiency in Class-F requires an infinite number of harmonic terminations.
Figure 5.2. Drain voltage and current waveforms for Class-A, B, C, D, E, and F amplifier operation from Raab et al [106].

Table 5.2: Theoretical efficiency of common classes of amplifier operation.

<table>
<thead>
<tr>
<th>Class of Operation</th>
<th>Theoretical Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>50%</td>
</tr>
<tr>
<td>B</td>
<td>78%</td>
</tr>
<tr>
<td>C</td>
<td>85%</td>
</tr>
<tr>
<td>D</td>
<td>100%</td>
</tr>
<tr>
<td>E</td>
<td>100%</td>
</tr>
<tr>
<td>F</td>
<td>100%</td>
</tr>
</tbody>
</table>
A class-A amplifier has a quiescent current that is half of the maximum current, thus the amplifier has high power dissipation even with no RF drive. Class-B amplifiers are biased at the threshold of conduction, while class-C amplifiers are biased below the threshold of conduction. Class-AB amplifiers have a bias between that of class-A and class-B. Class-D amplifiers use two (or more) transistors to generate square drain voltage or current waveforms. Class-E uses a single transistor with careful design of the drain shunt susceptance and drain series reactance. Class-F uses harmonic resonators in the output matching network to shape the drain waveforms.

The measurements in this chapter assume a class-AB mode of operation with a quiescent current of 40mA. This mode of operation provides some of the efficiency of class-B while retaining some of the gain and linearity of class-A. While operating as a transmitter in a wind profiler radar, the amplifier can also be biased to class-B or class-C to reduce the amount of noise generated by the transmitter between the pulses. The gate voltage can also be actively controlled in order to reduce noise between the pulses but maintain gain and linearity during the pulse.

The NXP BLF 578 considered in this chapter is a package consisting of two transistors, combined in a push-pull configuration, as shown in Figure 5.3(a). Benefits of the push-pull amplifier design include doubling of input and output impedances and reduced even harmonics. The 25-Ω coaxial baluns transform the unbalanced 50-Ω input and output into impedances that are easier to match to the transistor. The baluns at the input and output of the PA have a length that makes them appear as a shunt inductive reactance to the matching network. This prevents unbalanced mode currents from flowing in the outer conductor of the coaxial line and into the balanced circuit. Figure 5.3(b) shows the output matching network of the amplifier.

While manual stub tuners were used for the 45W AGR09045E design described earlier, a simpler way to determine the output matching network is to measure the performance of the amplifier with a power sweep while tuning capacitors in the output matching network. The data from these measurements is shown in Figure 5.4. The capacitance values were varied from 9-20 pF (5% tolerance) while changing the output matching network topology. The best drain efficiency measured in this data is 63% at the 1 dB compression point. The final design for the output matching network determined from these measurements is shown in Figure 5.3(b).
Figure 5.3. (a) Schematic of the 1-kW transmit PA with push-pull amplifier architecture. Coaxial baluns transform 50Ω input and output into impedances that are easier to match to the transistor. (b) Schematic of output matching network.
Figure 5.4. Plot of drain efficiency vs. input power for 20 different configurations of the amplifier output matching network. The capacitance values were varied from 9-20 pF (5% tolerance) while changing the output matching network topology.

5.2 1-kW Module Fabrication and Measurements

The amplifier was fabricated on a 30-mil Rogers 4350B substrate ($\varepsilon_r=3.5$) which is mounted on an aluminum block with a copper insert to transfer heat directly from the transistor package. The NXP BLF-578 device is held in place using a plastic clamp. The fabricated module is shown in Figure 5.5(a). Figure 5.5(b) shows a thermal image of the 1 kW module while in operation. Note that the thermal imager (Fluke Ti10 [79]) assumes a constant emissivity of 0.95. The thermal image shows that there is a potential thermal issue with the output matching capacitors at a temperature of 96°C (the emissivity of the porcelain capacitors is 0.92). While the output matching capacitors have an operating temperature range up to 175°C [80], the use of different output matching capacitors may be necessary for duty cycles above 10-20%.

Two 1-kW modules were tuned by changing values of the output matching capacitors for best and equal gain, output power, and drain efficiency. Measurements were performed by taking a power sweep. A spectrum analyzer is used to monitor harmonics and check for oscillation, while the input can be switched between a signal generator and a Rhode and Schwarz ZVA network analyzer for pulsed large-signal S-parameter measurements. A calibrated high-power driver amplifier and appropriate attenuators are used in the setup.
Figure 5.5. (a) Photograph of fabricated 1 kW module. (b) Thermal image of 1 kW pulse amplifier module using a thermal imager. Output matching capacitors are heating up to 96°C.

Figure 5.6 shows a measurement of the large signal pulsed S-parameters $|S_{21}|$ and $|S_{11}|$ vs. frequency for two 1-kW modules. The S-parameter data shows 18dB gain and $|S_{11}| < -12$ dB. In addition, the $S_{21}$ phase difference at 449 MHz of both amplifiers was measured to be only $9^\circ$. Less phase difference between modules will result in higher
combining efficiency. A power sweep up to the 1 dB compression point of the 1-kW modules is shown in Figure 5.7. The best operating point is with \( P_{1\text{dB}} = 61 \text{ dBm} \) \((1200\text{W})\), gain = 17.5 dB, drain efficiency = 63%. Note that this module may be referred to as the 1 or 1.2 kW module.

Figure 5.6. S-parameters: \(|S_{21}|\) and \(|S_{11}|\) vs. frequency for both 1-kW modules biased at \( V_{dd}=50\text{V}, I_{dq}=40\text{mA}, 40\text{A peak drain current and 4A average current.} \)

Figure 5.7. Power sweeps for the two 1-kW push-pull PAs. \( V_{dd}=50\text{V}, I_{dq}=40\text{mA}, I_{\text{peak}} = 40\text{A}, I_{\text{average}} = 4\text{A} \). Best operating point is with \( P_{\text{out}} = 61 \text{ dBm} \) \((1200\text{W})\), gain = 17.5 dB, drain efficiency = 63%.
5.3 Scaling 1-kW Module to Other Frequencies

Since the high power 1-kW transistors from NXP and Freescale can operate in the 10-500 MHz frequency range, the 1-kW module can be redesigned so that it can operate at other frequencies in this range. Operation above 500 MHz would require selection of a different transistor and significant changes to the other circuit elements. At UHF frequencies and higher, circuits can not be designed with the lumped element components used at lower HF and VHF frequencies. Microstrip designs are primarily used at UHF and microwave frequencies. Few changes would be required to operate in the 400-500 MHz range, since this would be within about 10% of the design frequency. These changes would involve tuning the input and output matching networks to maximize gain, output power, and efficiency. Below 400 MHz, more significant changes would be required including redesigns of the bias tees, input and output matching networks as well as the module printed circuit board. Operation at lower frequencies has the advantage of higher gain, higher efficiency, and also the capability of CW operation. For example, the NXP BLF578 can be used as a transmitter in the FM broadcast band (88-108 MHz) with 1 kW CW output power, 26 dB gain, and 75% drain efficiency, Figure 5.8 from [105]. At this frequency, the input and output baluns consist of coaxial lines that are longer in length. The DC bias tees have a different design with 3-turn hand wound wire inductor for the drain bias tee and the gate bias provided through a low value resistor.

Figure 5.8. NXP BLF 578 transistor used as a transmitter in the FM broadcast band (88-108 MHz) from [105].
5.4 2.5-kW Module Measurements

After making measurements on each amplifier, the two amplifiers were combined with a commercially available 449-MHz reactive splitter/combiner (from RF Hamdesign). Another identical splitter/combiner was used to combine both signals on the output. Each amplifier is clamped to a water cooled heatsink plate.

![Power vs. Time](image1)

(a)

![Gain vs. Input Power](image2)

(b)

Figure 5.9. (a) Measured envelope of 2.5 kW amplifier pulse output. A flat pulse top is desirable for best radar performance. (b) Power sweep at 449 MHz for the 2.5 kW amplifier: Gain, Drain Efficiency, and Pout vs. Pin. The P_{3dB} point is 64 dBm (2640W) at the output, with 63% drain efficiency, 15 dB gain, I_{peak} = 83.5A, I_{average} = 8.35A, Vdd=50V, Idq=40mA.
Figure 5.9(a) is a plot of the measured envelope of the combined 2.5-kW pulse output with a 10% duty cycle. For wind profiler radar use, a flat top of the pulse envelope is desired with minimal overshoot or ringing. This measurement is taken with a 100 μs pulse because of instrument limitations, while normal wind profiler radar pulses are 1-4 μs long. Figure 5.9(b) shows a power sweep of the two combined amplifiers. Note that these measurements are taken up to the 3 dB compression point. This measurement is at 449 MHz with Vdd = 50V, and quiescent current Idq = 40 mA. The P_{3dB} point is at 2640W output, drain efficiency is 63%, gain is 15 dB, PAE = 61.74%.

5.5 Conclusions

This chapter demonstrates a 1 kW pulse amplifier module based on LDMOS transistor technology with a parts cost of under US$50¢/W. Pulsed large signal S-parameters were measured for each module and confirm an input match with better than -12 dB |S_{11}| and |S_{21}| gain better than 17 dB. Two modules were combined to achieve an output power of 2.6 kW, with 63% drain efficiency, and 15 dB gain. In the future more of the 1-kW modules will be combined for a 10-15 kW transmitter. These amplifiers will be used to power the next generation of 449 MHz wind profiler radars. The results of this work are presented in [67].
Chapter 6

Conclusions and Future Work

6.1 Summary

This thesis presents a new 449 MHz spaced antenna wind profiler radar. A number of aspects of the system are described in this thesis including: system design, antenna design, sidelobe level reduction techniques, high power transmitter design, wind measurements and comparisons to the 915 MHz wind profiler radar. The following topics have been described in this thesis in detail:

(1) The new 449 MHz spaced antenna wind profiler radar antenna design including modularity of the 18-element hexagonal subarrays which can be scaled to a 3, 7, or 19-hexagon array. The system design and horizontal wind computation using Full Correlation Analysis were presented. Optimal receiver spacings were found by simulating the cross-correlation for various 3 and 7-antenna receiver spacing configurations.

(2) High power amplifier designs for a 54% efficient 1 kW (peak, 10% duty cycle) UHF power amplifier with a 57 cents/Watt transistor cost [47] and more recently a 63% efficient 2.5 kW amplifier with a 23 cents/Watt transistor cost [67]. Both of these amplifiers are used successfully as a transmitter for the above system.

(3) Measurements of wind and system comparisons using data from the DYNAMO project in the Indian Ocean and the PCAPS project in Salt Lake City, Utah. Wind measurements are taken with the 915 MHz wind profiler during the PCAPS and DYNAMO projects. The 915 MHz wind profiler antenna sidelobe levels are simulated to determine the effectiveness of the clutter fence and edge treatments.
6.2 Future Work

There are a number of possibilities for future work in the area of wind profiler radar.

Increasing the transmit power is in progress. This involves scaling the power amplifiers from Chapter 5 to a 16 kW transmitter using the previously described 1.2 kW modules. Simple low-cost 8-way reactive power combiners are used to combined two 8 kW rack mount modules together into a 16 kW transmitter, Figure 6.1. In the event of a failure, the new ruggedized LDMOS transistors such as the NXP BLF578XR are capable of withstanding a VSWR of up to 65:1.

![Figure 6.1. Using splitters and combiners, a multi-kW transmitter can be built. Low-cost 8-way and 2-way splitter/combiners will be used to build a 16 kW transmitter.](image)

It is also of interest to increase the array size, to that end, a 7-hexagonal array system is under construction. This system will have 126 elements and use optimized receiver spacing, as discussed below. This system may eventually use the clutter fence that was simulated in Chapter 5 and the hexagons may be positioned at a low height above the ground in order to minimize sidelobe levels. Later implementations of this system may have 19 hexagons (see Figure 6.2).

Since some amplitude and phase variations can be expected across a larger array due to environmental changes, it would be useful to integrate a power amplifier with phase/amplitude adjustment behind each antenna element or subarray (see Figure 6.3). This will require evaluation of individual 1 kW amplifiers for phase stability vs. temperature. An amplitude and phase sensor could be integrated into each patch to sense that the proper amplitude and phase is being transmitted.
Figure 6.2. Future 19-hexagon (342 element) and 7-hexagon (126 element) systems. With added gain, these will provide altitude coverage up to 15 km and 7 km respectively.

Figure 6.3. Future antenna array feed network showing a transmitter energizing each six-element subarray.
A mobile version of the 449 MHz system mounted on a trailer is planned. This may involve a single hexagon or only involve a group of the six-element parallelograms that make up a normal hexagon. In the case of a single hexagon, a receiver would be dedicated to each 6-element parallelogram subarray.

Designing a ship-based version of the 449 MHz system is also of interest. This is a technical challenge because of the sea clutter and constantly moving ship. There are two solutions to the movement problem. The first solution is a mechanical stabilizer which is currently used for the NCAR 915 MHz ship system. The stabilizer currently used in the NCAR system does not keep up with ship movements. There are newer mechanical systems which can compensate correctly for ship movement. The other solution is an electronic beam steering system which compensates for movements by changing the phase of the elements. This was used on the NOAA Ron Brown wind profiler [14], but was too difficult to maintain and has been decommissioned, a similar idea is now being explored by Detect, Inc.

6.3 Seven Hexagon 449 MHz Wind Profiler Radar

For portable deployable wind profilers, it is of interest to investigate how scaling of the antenna size affects the cross-correlation of spaced-antenna array receiver signals, as well as the sidelobe level. A seven hexagon system built from hexagonal elements identical to those shown in the photograph in Figure 4.5(a) is simulated as a function of sub-array spacing. An earth ground (soil) was also simulated for this case as with the three hexagon radar. Figure 6.5 shows the transmit antenna pattern for this system simulated with FEKO using the full wave MLFMM technique. The antenna has a simulated gain of 28 dBi.

Because each hexagonal array is a separate module that can be positioned independently, optimum receiver spacing was calculated. Because of the smaller transmit beamwidth of the seven antenna array, the cross-correlation between receiver signals is higher, above 0.6, implying that for larger elements of sub-arrays there is flexibility in separation allowing reduction of sidelobes while keeping the optimal system parameter \( c_{12} \). Figure 6.6(a) shows a simulation of cross-correlation at zero lag \( (c_{12}(0)) \) and 3 dB transmit beamwidth vs. antenna spacing. Figure 6.6(b) shows the cross-correlation at zero lag compared with the average sidelobe level at 10 degrees elevation from horizontal. The beamwidth and sidelobe level were computed using a MLFMM simulation in FEKO while varying the edge-to-edge spacing for each simulation.
Figure 6.5. Simulated sidelobe levels in the E-plane and H-plane of a 126-element 7-hexagon array with edge-to-edge antenna spacing, shown in inset. The array has a diameter of 5.6m.

Because of the narrow transmit beamwidth, the values of $c_{12}(0)$ are above 0.6 for all spacings. The full correlation analysis method is optimized for $c_{12}(0)=0.5$. Since this value cannot be achieved for reasonable edge-to-edge spacings, the spacing will be optimized for lowest sidelobe level. The spacing simulations show that an edge-to-edge spacing of 0.4m will result in average sidelobe levels at 10 degrees elevation of better than -47 dB down from the main beam gain. These sidelobe levels are 2-4 dB lower than other spacing values. The study of the future seven-hexagon system will be reported in [69].
Figure 6.6. (a) Seven antenna cross-correlation and 3 dB transmit beamwidth as a function of edge-to-edge spacing of the 7-antenna array. (b) Same cross-correlation plot compared with average sidelobe level at 10 degrees elevation.
6.4 Contributions

The following are the specific contributions of this thesis:

- A new 449 MHz wind profiler radar with low sidelobe level modular antenna design. This is the first wind profiler radar using the spaced antenna wind computation method in the 400 MHz frequency bands [47,81-86].

- Sidelobe level reduction techniques for the 915 MHz and 449 MHz wind profiler radars. This is the first systematic study of wind profiler clutter fence and edge treatment antenna improvements using full-wave electromagnetic simulation techniques. Sidelobe reduction by varying height above simulated earth ground (soil) is also studied [69].

- Wind measurements and system comparisons at the Persistent Cold-Air Pool Study (PCAPS) and Dynamics of the Madden-Julian Oscillation (DYNAMO) projects with the 915 MHz wind profiler, 449 MHz wind profiler, radiosondes, and Doppler lidar [47]. Because of observed sea and land clutter in these measurements, they provided motivation for simulations of 915 and 449 MHz antenna sidelobe reduction techniques [69].

- Analysis of optimal spaced antenna receiver spacing using full-wave electromagnetic simulation [69]. For the 3-hexagon system, edge-to-edge spacing is optimal because of the wider beamwidth and therefore lower cross-correlation at zero lag ($c_{12}(0)=0.45$). For the 7-hexagon system, the spacing can be optimized for low sidelobe levels because of the narrower beamwidth and higher cross-correlation at zero lag ($c_{12}(0)=0.6$).

- High power amplifier design using a Freescale 50V LDMOS device for a 54% efficient 1 kW (peak, 10% duty cycle) UHF power amplifier with a 57 cents/Watt transistor cost [47]. These amplifiers were successfully used at the PCAPS field project to run the radar.

- High power amplifier design using an NXP 50V LDMOS device for a 63% efficient 2.5 kW amplifier with a 23 cents/Watt transistor cost. This amplifier won first prize in the 2011 NXP High Performance RF Design Challenge at the International Microwave Symposium in Baltimore, MD and is reported in [67]. These amplifiers can be built for about $500 in parts costs compared with
the $30,000 cost of a commercial transmitter. This is one of the first wind profiler radar power amplifiers to use low-cost LDMOS transistors for the transmitter. Previous transmitters have used BJTs. These amplifiers are currently used to run the radar.

In addition, initial research described in Appendix A presents a portable low-cost chip-scale atomic magnetometer with sensitivity of 6 pT/Hz$^{-1}$ and dimensions on the order of a few millimeters with a power consumption of less than 200mW [91,93-97]. This magnetometer was applied to measurement of the heart magnetic field of a mouse [92], which was the first demonstration of a practical measurement using a portable atomic magnetometer.
Appendix A

Mx and Bell-Bloom Atomic Magnetometers and Applications

This chapter presents a survey of Rubidium-87 atomic magnetometer approaches and the underlying principles. Two different Rubidium-87 atomic magnetometer modulation approaches are considered, schemes: Mx and Bell-Bloom. First, the underlying principles are discussed, then the specific Mx and Bell-Bloom experimental setup is described.

A simplified model of an atom used to understand behavior of an atom is called the shell model, which is based on the Bohr model. This model was proposed about 100 years ago, and is somewhat outdated, but it can be useful when thinking about an atom in a hands-on way. This model assumes that electrons have stable orbits at a fixed radius from the nucleus. The electron is contained within a shell at this fixed radius. Figure A.1 shows the shell model for a carbon atom.

![Figure A.1. Historical shell model of a carbon atom (From [87]).](image-url)
The principal quantum number \( n \) characterizes total energy of an electron within an atom. \( n \) is an integer with values 1, 2, 3, 4... these values correspond with the K, L, M, and N shells respectively.

Subshells are characterized by the orbital angular momentum quantum number \( l \). Subshells \( l=0,1,2,3 \), are labeled s, p, d, and f, respectively, which comes from the historic spectroscopic labels: sharp, principal, diffuse, and fundamental. This quantum number specifies the magnitude of orbital angular momentum of the electron. Figure A.2 is a simplified classical representation depicting the electron orbital angular momentum, the orbiting electron, orbital magnetic dipole moment, and magnetic field \( B \) produced by the electron. Note that \( \mu \) and \( B \) are not independent even though they are depicted separately.

The Schrodinger equation predicts the basic observable states at the atomic scale. The solutions to the Schrodinger equation can be characterized by the quantum numbers \( n, l, \) and \( m_l \). \( m_l \) is the magnetic quantum number, it represents the quantized component of the angular momentum along the direction of an external magnetic field \( B_z \).

A photon has an angular momentum with a constant magnitude given by \( \hbar \). When a photon is absorbed, the electron’s angular momentum must change. For simple atoms and E1 dipole allowed transitions, the principal
quantum number \( n \) and the angular momentum quantum number \( l \) must change following absorption and emission. Selection rules govern which transitions are allowed from one state to another as a consequence of absorption or emission. As a result of absorption or emission:

\[
\Delta l = +/- 1 \quad \Delta m = 0, +/- 1
\]

In addition, the spin angular momentum of the electron is represented by \( S \). \( S \) is a relativistic effect calculated by the Dirac equation. Therefore, the total angular momentum of the electron, \( J \), is a vector that is a sum of the orbital angular momentum and the spin angular momentum:

\[ J = L + S \]

Another term, \( I \), is a vector that represents the total nuclear angular momentum, also called nuclear spin. Nuclear spin is the basis for nuclear magnetic resonance (NMR) spectroscopy. The coupling of total nuclear angular momentum with total electron angular momentum results in hyperfine structure.

Total atomic angular momentum is a vector given by:

\[ F = J + I \]

The electron configuration of Rubidium-87 is \( 1s^22s^22p^63s^23p^63d^{10}4s^24p^65s \). This means there are 37 total electrons, 36 of which are in closed shells and a single electron in the 5s shell. The Rubidium-87 ground state is described in spectroscopic notation as the \( 5^2S_{1/2} \) state. The form of this representation is \( n(2S+1)l \). This means that \( n=5 \) and \( 2S+1=2 \). So the electron spin angular momentum \( S=1/2 \). Also, \( l=S \) (sharp) which means that \( l=0 \) and \( J=1/2 \).

For Rubidium-87, nuclear spin \( I = 3/2 \). \( F \) can take on quantized values between \( |J + I| \) and \( |J - I| \). So for \( J = 1/2 \), \( F = 2 \) or \( F = 1 \). The Rubidium-87 D1 hyperfine structure is shown in Figure A.3. The \( F=1 \) and \( F=2 \) states are the result of naturally occurring interactions between the nuclear spin and the electron angular momentum. Because of naturally occurring thermodynamic interactions, Rubidium-87 atoms have an equal probability of being in the \( F=1 \) or \( F=2 \) states.
Because of the quantum theory of angular momentum, the projection of $F$ in the $z$-direction is quantized. In an external magnetic field $B_z$, the energy of the atoms in this field will be:

$$E = g_i \mu_b \mathbf{B} \cdot \mathbf{F} = g_i \mu_b B F_z$$

Where $g_i$ is the orbital g factor, a dimensionless quantity, and $\mu_b$ is the Bohr magneton $= 9.274 \times 10^{-24}$ J/T. The Bohr magneton is a unit for measurement of magnetic dipole moments. Since $F$ is quantized, the energy will also be quantized.
Because $F$ and $m_F$ are quantized:

$$E = g_I \mu_B B m_F$$

Where $m_F$ has $2F + 1$ different values. Therefore, each of the hyperfine states will be split into magnetic sublevels. This dependence on the magnetic field is called the Zeeman effect. When a magnetic field is applied to Rubidium-87, each $F$ state splits into $2F + 1$ Zeeman levels. An atomic magnetometer uses these magnetically sensitive sublevels to determine the magnetic field (see Figures A.5 and A.6). There are $2F + 1$ Zeeman levels because of the naturally quantized precession rates. Greater angular momentum corresponds to more possible precession rates. It can be imagined that although a spinning top and other natural phenomena appear with the naked eye to have an infinite number of precession rates, it is possible that we are just unable to see the level of detail where the quantization is happening.

The magnetic field applied to the atoms interacts with the magnetic dipole moment. The atomic states will have more or less energy with greater magnetic field because the external field makes the magnetic dipole moment
precess faster (increase of the Larmor precession rate). This corresponds to an increase in orbital angular momentum (see Figure A.4).

There are selection rules that govern a change in the magnetic quantum number. The change in the quantum number depends on the polarization of the photons. Photons with angular momentum of + are σ^+ polarized (left-hand circular). Photons with angular momentum of − are σ^- polarized (right-hand circular). It is intuitive that absorption of σ^+ light will increase the level of m by 1 (an increase in angular momentum), while absorption of σ^- light will decrease m by 1 (a decrease in angular momentum).

Figure A.5. Circularly polarized light pumps Rubidium-87 atoms, while RF balances the atoms between magnetically sensitive sublevels. This modulates the light for detection with a photodetector.
In an atomic magnetometer, left-hand circularly polarized light pumps the atoms into a higher energy magnetic sublevel. The laser light bandwidth is sufficiently large to pump atoms in all of the magnetic substates. Optical pumping will move atoms into the higher $5^2\text{P}_{1/2}$ state, however because the angular momentum of the photon and atom must be conserved, absorption of $\sigma^+$ light also requires that $m$ increase by 1. Spontaneous decay will move atoms back into the lower $5^2\text{S}_{1/2}$ state within a very short time. A decay is subject to the rules $\Delta m = 0, \pm 1$. This results in a pumping of all of the atoms into the highest $5^2\text{S}_{1/2}$ magnetic substate, the maximum $m$ level. The magnetic dipole precesses around the applied magnetic field at a rate equivalent to the Larmor frequency.

Figure A.6. Rubidium-87 hyperfine structure and magnetically sensitive sublevels. Typical transitions are shown for atoms undergoing optical pumping with $\sigma^-$ left-hand circularly polarized light under an applied magnetic field. While $5^2\text{P}_{1/2}$ to $5^2\text{S}_{1/2}$ decay transitions occur with $\Delta m = 0, \pm 1$, because $\sigma^-$ light has angular momentum $+\hbar$, only $\Delta m = +1$ is allowed. This results in the atoms being pumped to the $F=2$, $m_F=+2$ level.
For the Mx technique, an applied AC magnetic field (RF) at the Larmor frequency of the measured field equalizes the population of atoms between magnetic sublevels. Because the higher energy atoms cannot absorb any more light, they are more transparent than the lower energy atoms. The light will be amplitude modulated at the Larmor frequency in this manner.

To prevent transition to other magnetic substates, collisions between the Rubidium-87 atoms can be limited with a Nitrogen buffer gas added to the vapor cell. The buffer gas has no magnetic substates in its ground state, and is unable to absorb the small levels of energy required for magnetic transitions. This addition of the buffer gas effectively increases the sensitivity of the device.

A.1 Mx Detection

The Mx technique was first described by Bloom [90]. For this technique, the laser frequency is tuned to the center of the optical absorption resonance. The diagram in Figure A.7 illustrates the Mx technique. This laser light is then circularly polarized. The laser light puts some Rubidium-87 atoms into the excited state. The Magnetic field of interest, B, is positioned at a 45 degree angle to the laser beam. An AC magnetic field at the Larmor frequency corresponding to the static B field is applied along the axis of the laser beam:

\[ B = \frac{h v_L}{\gamma} \]

Where \( v_L \) is the Larmor precession frequency, and \( \gamma \) is the gyromagnetic ratio for Rubidium-87 atoms (7 kHz per microtesla).

For Rubidium-87 atoms, this Larmor frequency can be calculated with the \( \sim 7 \) kHz per microtesla g-factor. As shown in the simulation, the blue AC magnetic field vector equalizes the population of atoms between magnetic substates, so the optical absorption is modulated. Thus, the transmission of light through the atoms is modulated at the Larmor frequency.

One of the consequences of the orientation of the Mx RF coils and the magnetic field of interest is a decrease in sensitivity at angles of 0 and 90 degrees with respect to the sensor. These are called polar and equatorial dead zones.
Figure A.7. Diagram illustrating the Mx technique. Simulation of laser light (red) absorption, static magnetic field (blue), AC magnetic field (blue arrow up), precessing atomic spin (yellow).

A.2 Bell-Bloom Modulation

The laser current is modulated for this technique. This results in the frequency of the laser varying on and off the optical absorption resonance. In the Bell-Bloom scheme, instead of an oscillating magnetic field driving the magnetic resonance in the atoms, the frequency modulated laser light drives the resonance, performing the same function as the AC magnetic field of the Mx technique. This creates magnetic field sensitivity similar to Mx.

The magnetic field of interest is perpendicular to the direction of the circularly polarized laser light. A diagram illustrating the Bell-Bloom configuration is shown in Figure A.8.
As the magnetic field is swept across the magnetic resonance, a phase shift in the Bell-Bloom modulation is seen. The atoms induce a phase shift in the FM modulated laser light. The phase shift is the result of increased or decreased absorption caused by a change in the magnetic field (Zeeman effect). This can be detected with a lock-in amplifier and the magnetic field value can be determined with high precision for values close to the resonance.

While Bell-Bloom mode is not as sensitive as Mx mode, an advantage to Bell-Bloom is the elimination of the need for an RF coil. In contrast to Mx mode, Bell-Bloom mode only has a polar dead zone. This is advantageous for geophysical applications where the sensor may have changing orientation to the field of interest, such as in an aircraft, or underwater.

A.3 Current Atomic Magnetometer Research and Applications

At the National Institute for Standards and Technology (NIST) in Boulder, Colorado there is active atomic magnetometer research, particularly in the form of chip-scale devices [91]. While commercially available atomic magnetometers have a sensor size of about 5x5x5 cm, the NIST Chip Scale Atomic Magnetometer (CSAM) sensor size is about 1.5x1.5x5 mm. Using MEMS fabrication techniques and a vertical-cavity surface-emitting laser (VCSEL), the size of an atomic magnetometer can be drastically reduced. Figure A.9 shows an example of a Mx mode chip-scale atomic magnetometer that was designed and built at NIST. This magnetometer is based on a chip-scale atomic clock design, with modifications made to allow accurate magnetic field measurement. The small size of the device and its components help reduce the amount of power needed to 194 mW. This is over 10 times less power than a commercial atomic magnetometer.
Figure A.9. A Rubidium-87 chip-scale atomic magnetometer designed at NIST and built by the author [91]. All of the optics described in Figure A.7 and quantum physics described in this chapter that are required for an atomic magnetometer are contained in this device with a size of a few millimeters.

The NIST Chip-Scale Atomic Magnetometer (CSAM) uses a VCSEL as the laser light source. This laser produces light at a wavelength that is temperature tunable around 795 nm. The light goes through a quarter-wave plate to produce left-hand circular polarized $\sigma^+$ light. This light interacts with Rubidium-87 atoms with Nitrogen buffer gas in a custom fabricated, anodically bonded vapor cell.

The vapor is heated to improve absorption of the light. One of the challenges is to heat the vapor in a manner that does not produce a magnetic field to disturb the measurement. Heaters for the vapor cell were custom fabricated using Indium-Tin-Oxide, a transparent conductor (see Figure A.10). A thin resistive strip of Indium-Tin-Oxide was patterned into a zigzag pattern using a laser ablation technique. The zigzag pattern increases the resistance of the strip, thereby reducing magnetic field-producing currents. Two zigzag patterned heaters are sandwiched on top of each other in a way that cancels most of the magnetic field produced by the heaters.

The sensitivity of the NIST CSAM in Mx mode is approximately $6 $ picotesla/$\sqrt{\text{Hz}}$. One advantage of these atomic magnetometers is their scalar mode of detection, measuring the same value regardless of orientation. The scalar mode of detection makes them ideal for weak signals such as subsurface geological fields or heart magnetic fields.
Current applications for atomic magnetometers include geophysical research and subsurface mapping of objects with magnetic signatures (see Figure A.11). Other future applications being researched include biomedical magnetic field measurement, such as measurement of heart magnetic fields (see Figure A.12).
Figure A.12. Mouse heart magnetic field measurement using the CSAM (black trace). The well-known diagnostic tool, heart electrocardiogram, is shown in the pink trace for comparison.

The NIST CSAM was demonstrated by the author as a heart magnetic field sensor at University of Pittsburgh Medical Center in December 2006. Because laboratory mice have the same heart magnetic field waveform as humans, the mouse heart magnetic field was measured. In this experiment, a cover for the device was fabricated to protect the sensor, but keep it as close to the chest of the mouse as possible (within a few millimeters).

The heart magnetic field of the mouse is smaller than the 6 picotesla signals that can be measured in real-time, therefore averaging of the signal was required. Figure A.12 shows the averaged signal as the black trace. The electrical (electrocardiogram, ECG) signal is shown in pink. The magnetic signal averaging was triggered on the ECG signal. The averaged signal shows features with the same period as the ECG. Building on this demonstration, the magnetometer may be developed further to provide a non-invasive method of measuring heart magnetic field activity in addition to the standard ECG.

A.4 Conclusions

This chapter has provided an overview of the quantum physics principles of the Mx and Bell-Bloom magnetometers. It is important to know the principles of many atomic magnetometer operation schemes. This knowledge will allow
the choice of the best scheme for each application. In addition, various applications of atomic magnetometers were discussed. Because of the scalar mode of detection with Mx and Bell-Bloom, it is ideal for subsurface sensing of magnetic materials underground and detection of biological magnetic fields such as the heart magnetic field. New technologies such as MEMS fabrication techniques and microscopic VCSEL light sources have enabled the development of smaller atomic magnetometers with lower power consumption. It is anticipated that the new chip-scale sensors such as the CSAM at NIST could see a large market in years to come.
Appendix B

Full Correlation Analysis Method

In this Appendix, the Full Correlation Analysis method described by Briggs [28] is described. This method uses auto and cross-correlations instead of time delays between channels to compute the true velocity. For any number and arrangement of spaced sensors, the pair \( i,j \) have an x-component separation of \( \xi_{ij} \), a y-component separation of \( \eta_{ij} \). The cross-correlation function as a function of relative time shift \( \tau_{ij} \) is:

\[
\rho(\xi_{ij}, \eta_{ij}, \tau_{ij}) = \rho(A\xi_{ij}^2 + B\eta_{ij}^2 + C\tau_{ij}^2 + 2F\xi_{ij}\tau_{ij} + 2G\eta_{ij}\tau_{ij} + 2H\xi_{ij}\eta_{ij})
\]

The maximum value of this function is found by setting \( \frac{\partial \rho}{\partial \tau} = 0 \). Thus, the time shift for maximum correlation, \( \tau_{ij}' \) is:

\[
\tau_{ij}' = \frac{F}{C}\xi_{ij} - \frac{G}{C}\eta_{ij}
\]

\( \tau_{ij}' \) is measured, \( \xi_{ij} \) and \( \eta_{ij} \) are known, so a linear regression is done to find \( \frac{F}{C} \) and \( \frac{G}{C} \). Now the time shift \( \tau_{ij} \) is found at which the mean autocorrelation function averaged over all sensors has the same value. Since \( \tau_{ij} \) is also measured, a linear regression is used to find the coefficients of the following equation:

\[
\tau_{ij}^2 = \frac{A}{C}\xi_{ij}^2 + \frac{B}{C}\eta_{ij}^2 + \frac{2H}{C}\xi_{ij}\eta_{ij}
\]

These coefficients can then be used to solve for the x and y components of the velocity using the following equations:

\[
AV_x + HV_y = -F
\]
\[
BV_y + HV_x = -G
\]

The degree of anisometry is described by the equation of the characteristic ellipse:
The random changes over time can be described in terms of a “lifetime”. This is the time at which the autocorrelation value falls to 0.5, $T_{0.5}$. This is related to the directly observed time at which the autocorrelation value falls to 0.5 by the following relation:

$$T_{0.5} = \frac{\tau_{0.5}}{K}$$

The coefficient $\frac{C}{K}$ is computed with the following formula:

$$C = AV_x^2 + BV_y^2 + K + 2HV_xV_y$$

The separation $d_{0.5}^2$ between two sensors at which the correlation falls to 0.5 is given by:

$$d_{0.5}^2 = \frac{(V_x^2 + V_y^2)K}{AV_x^2 + BV_y^2 + K + 2HV_xV_y}$$

The above equations form the core of the spaced antenna winds computation. They are implemented in the processing code which generates wind data. Performance of the spaced antenna method can be quantified by measuring the standard deviation of the wind estimate. Theoretically, the standard deviation of the wind estimate, $\hat{v}_{0x}$ has been shown by Zhang et al.[38] to be influenced as follows:

$$SD[\hat{v}_{0x}] = v_{0x} \left( \frac{\text{var}[\hat{\tau}_x]}{\tau_p^2} + 4 \frac{\text{var}[\hat{\tau}_y]}{\tau_x^2} \right)^{1/2}$$

Where $\text{var}[\hat{\tau}_x]$ is the variance of the time lag estimate to the correlation peak given below for an infinite SNR case of Briggs’ FCA, and $\tau_x$ is the lag at which $|C_{11}(\tau)|=|C_{12}(0)|$.

$$\text{var}[\hat{\tau}_x] = \frac{\tau_x^2}{4M_I} \frac{1 - \rho_{12}^2(\tau_p)}{\rho_{12}^2(\tau_p)}$$

Where $\tau_c$ is the signal coherence time, $M_I$ is the number of independent signal samples within the dwell time, and $\rho_{12}(\tau_p)$ is the signal cross-correlation coefficient.

$$\text{var}[\hat{\tau}_y] = \frac{\tau_y^4}{\tau^2_{c}M_I\rho_{12}^2(0)} \left( 1 + \rho_{12}^2(0) - 2\rho_{12}^2(0) \exp \left( \frac{\tau_y^2 + \tau_p^2}{4\tau_c^2} \right) \cosh \left( \frac{\tau_x\tau_p}{2\tau_c^2} \right) \right)$$
The effect of low SNR on the standard deviation of the wind estimate has been studied with another closely related method called Direct-FCA or D-FCA described in Zhang et al.[39] where \( \tau_p \) and \( \tau_x \) are estimated directly without assumption of the form of the correlation functions. This method has a different form for \( \tau_p \) and \( \tau_x \) estimates that also includes the effect of signal to noise ratio on the variance:

\[
\text{var}[\hat{\tau}_p] = \frac{\tau_c^2}{4M_I} \frac{1 - \rho_{12}^2(\tau_p)}{\rho_{12}(\tau_p)} + \frac{\tau_c^4}{\tau_x^2 M \rho_{12}^2(\tau_p)} \frac{P_n^2}{P_s^2} + \frac{\tau_c^2}{M \rho_{12}^2(\tau_p)} \frac{P_n}{P_s}
\]

Where \( \tau \) is the time lag between signals, \( M \) is the total number of coherently averaged samples, \( P_n \) is the white noise power in the data in Watts, and \( P_s \) is the signal power in Watts.

\[
\text{var}[\hat{\tau}_x] = \frac{\tau_c^4}{\tau_x^2 \rho_{12}^2(0)} \left[ \frac{1}{M_I} \left( 1 + \rho_{12}^2(0) - 2 \rho_{12}^2(0) \cdot \exp \left( \frac{\tau_x^2 + \tau_c^2}{4 \tau_c^2} \right) \cosh \left( \frac{\tau_x \tau_p}{2 \tau_c} \right) \right) + \frac{P_n}{M P_s} (2 + \rho_{11}(2\tau_x) - \rho_{12}(\tau_x) - \rho_{12}(-\tau_x)) + \frac{P_n^2}{M P_s^2} \right]
\]

These equations give a theoretical analysis for the standard deviation of the wind estimate. In these final equations, the effect of signal to noise ratio on the variance can be directly seen. This is intuitive because the signal energy with a certain SNR that is Doppler shifted because of vertical velocity will contribute the same SNR to the cross-correlation computation. In [39] however it was found that using a multilag least squares fit (LLSF) estimator for the cross-correlation ratio even in a low SNR condition results in wind estimates that are comparable with the result from a theoretical infinite SNR condition for a two-lag estimator. The best method is subject to debate.
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