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This thesis presents the analysis and design of a microwave radiometer for internal body temperature measurements. There is currently no available method for non-invasive temperature measurement inside the human body. However, knowledge of both relative and absolute temperature variations over time is important to a number of medical applications. The research presented in this thesis details a proof-of-concept near-field microwave radiometer demonstrating relative thermometry of a multi-layer phantom.

There are a number of technical challenges addressed in this thesis for radiometric determination of sub-degree temperature variations in the human body. A theoretical approach is developed for determining sensing depth from known complex layered tissues, which is defined as a figure of merit, and is shown to be dependent on frequency, electrical properties of the tissues, and the near-field probe. In order to obtain depth resolution, multiple frequency operation can be used, so multi-frequency probes are designed and demonstrated in this work.

The choice of frequencies is determined not only by the tissue material properties, but also by the ever increasing radio interference in the environment. In this work, quiet bands allocated to radio astronomy are investigated. The radiometer and probe need to be compact to be wearable, and several advancements are made towards a fully wearable device: multi-frequency low-profile probes are designed and fabricated on a flexible substrate and the process of on-chip integration is demonstrated by a GaAs MMIC cold noise source for radiometer calibration.

The implemented proof-of-concept device consists of two radiometers at 1.4 GHz and 2.7 GHz, designed with commercial inexpensive devices that can enable sufficient sensitivity. The device is tested on a phantom with two water layers whose temperatures are varied in a controlled manner, and focused on the human body temperature range. Measured results are discussed qualitatively as they relate to circadian rhythm monitoring. Finally, the thesis identifies future research that is required to make a practical wearable microwave thermometer for internal body temperature measurements.
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1.1 Overview

The topic of the research presented in this thesis is the measurement of physical temperature using microwave radiometry receivers. The most common applications of microwave radiometry are in radio-astronomy, atmospheric sensing, earth sensing, and some industrial processes such as cement and brick manufacturing [1–3]. The radiometer instruments in these applications measure power radiated by astronomical objects, layers of the Earth’s atmosphere, and types of terrain, etc., which radiate power in accordance with blackbody radiation.
laws. The received power is a function of frequency and bandwidth of the instrument, and temperature and physical properties of the radiating medium. In the common applications of radiometry, the incident power is in the form of plane waves and is received by an antenna as demonstrated in Fig. 1.1. In this thesis,

![Diagram](image)

Figure 1.1: Radiometer receiving blackbody radiation in the form of propagating electromagnetic waves from an object with brightness temperature \( T_B \) that is proportional to the physical temperature times the emissivity. The power received by the antenna is proportional to the brightness temperature.

radiometry is applied to a different problem - that of measuring internal body temperature non-invasively. Since the power, in this case, is radiated from body parts located in the near field of the antenna, standard radiometry theory and instrument design does not apply and requires modifications.

Microwave radiometers are practical for addressing medical problems in which it is necessary to determine subsurface temperature because at microwave frequencies sensing depths of up to 3-7 cm are achievable [4, 5], and was first applied to sensing subsurface thermography in 1974 [4, 6]. Microwave radiometry for non-invasive temperature measurements is based on near-field power reception and holds promise to achieve the spatial resolution and sensing depth necessary for a variety of medical applications, including cancer detection [7, 8]. Monitoring drug delivery for cancer treatment [9], hyperthermia temperature control [10], hypothermic neural rescue of infants suffering from hypoxia-ischemia [11, 12], and detection of vesicoureteral reflux in children [13, 14] also utilize non-invasive near-field radiometric measurements. Measurement of elevated joint temperature to detect arthritis by non-invasive microwave thermometry has also been investigated [5, 15]. Quantification of \textit{in vivo} inflammation in atherosclerotic plaques by means of non-invasive microwave radiometry has been applied to the area of vascular pathology [16, 17]. Additionally, near-field applicators are used in microwave hyperthermia treatment [18] and non-medical applications such as food processing [19].

This introductory chapter briefly reviews radiometry concepts and defines the antenna temperature in terms of objects in the near-field. This antenna temperature will be a weighted average of the temperature
of the surrounding objects, and therefore weighting functions (WFs) will be used to define the antenna temperature as a weighted average of the temperature of objects close to the antenna. Next, the electrical properties of tissues are discussed, and in what manner these properties may be mimicked for experimental purposes. Finally, an overview of the remainder of the thesis is given.

1.2 Radiometry concepts

This section presents definitions that are important to understanding the operation of a radiometer. The concepts and definitions can be found in any number of radiometry and remote sensing books such as [1,2]. The material in Ulaby et al. [2] was the source of the material presented in this introductory chapter, and knowledge of the basic radiometry concepts is necessary to understand the contributions of this thesis. A radiometer is a device that measures incoherent radiation. Matter emits electromagnetic energy based on its temperature in all directions with spectral brightness described by Planck’s blackbody radiation law as

\[
B_f = \frac{2h f^3}{c^2} \frac{1}{e^{h f / k T} - 1} \quad [\text{W} \cdot \text{m}^{-2} \cdot \text{sr}^{-1} \cdot \text{Hz}^{-1}],
\]

(1.1)

where \( h \) is Planck’s constant \((6.63 \times 10^{-34} \text{ J} \cdot \text{sec})\), \( c \) is the speed of light in vacuum \((\text{m/\text{sec}})\), \( k \) is the Boltzmann constant \((1.38 \times 10^{-23} \text{ J/K})\), and \( T \) is the temperature in Kelvin. Fig. 1.2 shows the spectral brightness versus frequency for temperatures ranging from the cosmic microwave background \((3 \text{ K})\) to the temperature of the sun \((6000 \text{ K})\). The term brightness for microwave terminology differs from the optical terminology which is radiance [20], however, in this work the term brightness will be used.

At “low frequencies” \( hf / k T \ll 1 \), and as a result, the quantity \((e^{h f / k T} - 1)\) may be approximated by a truncated Taylor series such that \( e^x - 1 \approx x \). Therefore Planck’s blackbody radiation law reduces to the low frequency approximation known as the Rayleigh-Jeans law:

\[
B_f = \frac{2kT f^2}{c^2} = \frac{2kT}{\lambda^2}.
\]

(1.2)

For body temperature \((\approx 310 \text{ K})\) the Rayleigh-Jeans law deviates less than one percent from Planck’s law up to 127 GHz and therefore is valid in the microwave frequency range. The radiant electromagnetic energy described by Planck’s blackbody radiation law may be received by an antenna which converts electromagnetic energy propagating in free space to a guided wave in a transmission line. The power that the antenna
would receive from a spatial distribution of spectral brightness given by $B_f(\theta, \phi)$ will only be half of the total power incident since the antenna is polarized and the electromagnetic radiation has two independent polarizations [21]. In general, the power received by an antenna $P_A$ is given from the power spectral density $S \, (W \cdot m^{-2} \cdot Hz^{-1})$ and the effective area of the antenna $A \, (m^2)$ which are functions of position and frequency.

The thermal power received by the antenna in a narrow bandwidth $\Delta f$ is given by integrating the power received through a differential solid angle $d\Omega$ over all $4\pi$ steradians. The power received by the antenna is:

$$P_A = \frac{1}{2} \int_f^{f+\Delta f} \int_{4\pi} B_f(\theta, \phi) A(f, \theta, \phi) d\Omega df \quad [W] \quad (1.3)$$

Using the relation between the gain $G(f, \theta, \phi)$ and the effective area $A(f, \theta, \phi)$

$$G(f, \theta, \phi) = \frac{4\pi}{\lambda^2} A(f, \theta, \phi), \quad (1.4)$$

the power received by the antenna may be written in terms of the gain as

$$P_A = \frac{\lambda^2}{8\pi} \int_f^{f+\Delta f} \int_{4\pi} B_f(\theta, \phi) G(f, \theta, \phi) d\Omega df \quad (1.5)$$

1 This relation can be derived from thermodynamic considerations [21] for an antenna in a constant thermal enclosure where the antenna, load, and enclosure are all the same temperature. Ensuring thermal equilibrium the power received by the antenna must be equal to the power radiated by the antenna results in the relation given in (1.4).
Next, consider a lossless antenna is placed in an enclosure with absorber that is kept at a constant temperature $T$ as shown in figure Fig. 1.3a. Substituting in the Rayleigh-Jeans law from (1.2) into (1.5), and noting that for a lossless antenna

$$\int_{4\pi} G(f, \theta, \phi) d\Omega = 4\pi,$$  \hfill (1.6)

yields an expression for the power received by the antenna:

$$P_A = kT \Delta f.$$  \hfill (1.7)

It may be noted at this point that the result is the same found by Nyquist for a resistor at a finite temperature [22]. This concept is illustrated by considering a matched resistor maintained at a temperature $T$ as seen in Fig. 1.3b. The power received by the antenna is the same as that received by the matched resistor.

Figure 1.3: The power delivered by (a) an antenna placed inside a blackbody enclosure of temperature $T$ is equal to that of (b) a resistor maintained at the same temperature.

Next, consider the antenna is observing a temperature distribution that is spatially dependent. Substitution of the Rayleigh-Jeans law with a spatially dependent temperature $T(\theta, \phi)$ into (1.5) yields an expression for the power received by the antenna. If the bandwidth $\Delta f$ is narrow $G$ is considered to be constant over the frequency and the power received by the antenna is

$$P_A = k \Delta f \left( \frac{1}{4\pi} \int_{4\pi} G(f, \theta, \phi) T(\theta, \phi) d\Omega \right).$$  \hfill (1.8)

It can be seen that the portion in parentheses in (1.8) has the units of Kelvins. Thus, the expression is similar to that for the resistor $(kT \Delta f)$, and the power received by the antenna is proportional to the temperature distribution weighted by the gain. The portion in parentheses in (1.8) is referred to as the resistor-equivalent
antenna temperature $T_A$ or just antenna temperature given by

$$T_A = \frac{1}{4\pi} \int \int G(f, \theta, \phi) T(\theta, \phi) d\Omega. \tag{1.9}$$

This is a powerful result as the antenna power relation states there is a direct relation between the power received by the antenna and the spatial temperature distribution. Therefore, an antenna and receiver can be used to determine the physical temperature observed by the antenna by inverting (1.9).

### 1.2.1 Emissivity

To this point only blackbodies have been considered as they are ideal emitters and absorbers of radiation. In reality objects are grey bodies. A grey body will emit or absorb less than that of a perfect blackbody. Thus, for grey bodies, the term brightness temperature $T_B$ is used as this is the observed temperature of the object which is less than its physical temperature. The equations in the previous section used the physical temperature $T$ in for the Rayleigh-Jeans law, however for grey bodies, the brightness temperature must be used. The ratio of the brightness temperature to physical temperature is defined as the emissivity and is given by

$$e(\theta, \phi) = \frac{T_B(\theta, \phi)}{T}. \tag{1.10}$$

In this expression, the brightness temperature $T_B$ is the brightness temperature of the object, and does not include scattered brightness temperature from the environment. The emissivity is essentially a plane wave power transmission coefficient which can be illustrated by considering the interface between a homogeneous dielectric and free space as seen in Fig. 1.4. The observed brightness temperature of the object neglecting scattered temperature from the background is given by

$$T_B = (1 - |\Gamma|^2) T_{AP}(0^-), \tag{1.11}$$

where $T_{AP}(0^-)$ is the apparent temperature just below the surface, and $\Gamma$ is the Fresnel reflection coefficient. Also $T_{AP}$ and $\Gamma$ are dependent on the angle of incidence $\theta_2$ and the polarization as illustrated in Fig. 1.4. The Fresnel reflection coefficient is given by

$$\Gamma = \frac{Z_{c2} - Z_{c1}}{Z_{c2} + Z_{c1}}. \tag{1.12}$$
The characteristic impedance for TE and TM polarization is

\[ Z_{ci} = \begin{cases} \eta_i \sec \theta_1, & \text{TE} \\ \eta_i \cos \theta_1, & \text{TM} \end{cases} \quad (1.13) \]

with \( i = 1 \) or 2, and \( \eta_i \) is the wave impedance in the medium. Also the angle \( \theta_2 \) is given by Snell’s law as

\[ k_1 \sin \theta_1 = k_2 \sin \theta_2, \quad k = \omega \sqrt{\mu \varepsilon}. \]

The emissivity is related to the reflection coefficient by

\[ e = 1 - |\Gamma|^2. \quad (1.14) \]

It may also be noted that for a material to remain in thermodynamic equilibrium, the emissivity is equal to the absorptivity. This result is utilized to analyze the probe in the reciprocal case where it is transmitting.

1.3 Near-field Radiometry for Medical Applications

In the previous section, emissivity was defined as the ratio of observed temperature \( T_B \) to the actual temperature \( T \). The emissivity was defined as a power transmission coefficient which assumes propagating plane electromagnetic waves. In general for radio astronomy or atmospheric and earth sensing, the antenna is electrically far from the sensing target such that the received electromagnetic power is in the form of propagating plane waves. For the medical applications detailed in the Overview of this chapter, the spatial sensitivity requires balancing sensing depth with transverse selectivity. As a result, the antenna must be very close to the target or even in direct contact with the body in the case of a wearable device. For this application it is more appropriate to think of the antenna as a transducer or probe. In Section 1.2, the radiometric antenna temperature was determined from the far-field parameters of the antenna as given in (1.9). For objects placed in the near-field of the antenna, the antenna temperature cannot be determined assuming plane waves, and
therefore far-field parameters are no longer applicable. As a result, the expression for emissivity in (1.14) is no longer applicable.

To determine the antenna temperature, it is necessary to find the portion of power received by the antenna from a differential volume, relative to the total received thermal power as seen in Fig. 1.5 for an arbitrary stack of homogeneous complex permittivity materials such as human tissues. The total power received by the antenna will be a weighted volume average of the spatial temperature distribution. To determine the antenna temperature, weighting functions (WFs) will be used, which are found using the antenna reciprocity theorem as the power absorption rate. The antenna measures a weighted volume average brightness temperature within the sensing volume $V$. The spatial temperature distribution is defined as $T(r)$ at point $r$, and the antenna brightness temperature $T_A$ is given by

$$T_A = \int\int V W(r) T(r) dV.$$  

(1.15)

The weighting functions may also be given from discrete differential subvolumes $V_i$ [23, Chapter 17], [24] as seen in Fig. 1.5 as

$$T_A = \sum_{i=1}^{\infty} W_i(f) T_i, \quad i = 1, 2, \ldots, \infty.$$  

(1.16)

The weighting functions are dependent on the dielectric properties the antenna is receiving thermal radiation from. For medical applications these dielectrics are human tissues. The weighting functions are only valid for a specific probe, tissue combination, and frequency. To view how power is received from the tissues, the specific absorption rate (SAR) from the transmitting antenna may be calculated from simulation software.
such as Ansys HFSS. The SAR is defined as

$$\text{SAR} = \frac{\sigma |E|^2}{2\rho} \text{ [W/kg]},$$

(1.17)

where $\sigma$ is the effective conductivity, and $\rho$ is the mass density. The SAR is proportional to the weighting function, and is often calculated for transmitting applications such as mobile handsets.

### 1.4 Electrical Properties of Tissues

In the previous section near-field weighting functions were used to define the antenna temperature. The weighting functions were dependent on the dielectric properties of the materials close to the antenna, which for medical applications, are human tissues. The dielectric properties of tissues have been widely studied, and the standard resource is a series of articles from S. Gabriel and C. Gabriel that include a literature survey [25], measurements [26], and models [27] for various human tissues. For the designer, there are several resources where these tissue properties are available. For dielectric properties of various tissues in the frequency range of 10 Hz to 100 GHz, “An Internet Resource for the Calculation of the Dielectric Properties of Body Tissues” from the Italian National Research Council [28] is a great resource. Additionally, the “Tissue Properties Database” from IT’IS Foundation [29] has not only the dielectric properties of the tissues, but also physical properties such as density and thermal conductivity. IT’IS also has a virtual population of body models [30] that can be used to estimate tissue thicknesses for different people to account for inter-subject variability.

Knowledge of the dielectric properties is essential for design of the probe, frequency selection, and inversion of the radiometric observations to determine the physical temperature of the tissues.

The electromagnetic properties of tissues are given by the complex permittivity

$$\epsilon = \epsilon' - j\epsilon'',$$

(1.18)

where the imaginary part accounts for loss in the medium due to damping. This damping converts electromagnetic energy into heat (loss). Often the dielectric loss tangent $\tan \delta$ is specified as

$$\tan \delta = \frac{\epsilon''}{\epsilon'},$$

(1.19)
or in terms of the effective conductivity $\sigma$ as

$$\tan \delta = \frac{\sigma}{\omega \epsilon'}.$$  \hspace{1cm} (1.20)

Therefore the complex permittivity can be written in terms of $\tan \delta$ as

$$\epsilon = \epsilon' (1 - j \tan \delta).$$  \hspace{1cm} (1.21)

Care should be taken, however, in the the meaning of $\sigma$ for the loss tangent [31, Chapter 2], [32]. Using the terminology from [31, Chapter 2] it may be considered that the conductivity $\sigma$ is the effective conductivity including both the static frequency independent conductivity and alternating field conductivity which is sometimes given by $\omega \epsilon''$, however, here $\epsilon''$ will by equivalent to $\sigma/\omega$ where $\sigma$ is the effective conductivity including the static and frequency dependent loss. Therefore, the conductivity or loss tangent are only valid at a given frequency.

It is often useful to express the complex permittivity in terms of the relative permittivity as

$$\epsilon = \epsilon_0 \epsilon_r,$$  \hspace{1cm} (1.22)

where $\epsilon_0$ is the free space permittivity ($8.854 \times 10^{-12}$ Farad/m), and

$$\epsilon_r = \epsilon'_r - j \epsilon''_r.$$  \hspace{1cm} (1.23)

When analyzing a problem that requires knowledge of the dielectric constant it is necessary to have a model to predict the dielectric constant across frequencies. These models are generally fit to experimental data. A simple model to predict the frequency dependent complex permittivity with a single relaxation process is the Debye model [32-37]. Consider an electric field that is suddenly applied to polar dielectric such as water, there will be an instantaneous polarization response due to the ionic and electronic polarization ($P_{\infty}$). The dipole polarization will not happen as fast as the ionic and electronic polarization taking some relaxation time $\tau$ to reach steady state $P_s$ [32,37]. The response of the polarization to a step electric field ($E_s u(t)$) as shown in Fig. 1.6 is then given by

$$P(t) = P_{\infty} + (P_s - P_{\infty}) \left(1 - e^{-t/\tau}\right), \quad t > 0.$$  \hspace{1cm} (1.24)
Figure 1.6: Response of a dielectric material to a step electric field. The polarization have an initial nearly instantaneous response $P_\infty$. The polarization will then reach steady state ($P_s$) described by a first order process with a time constant $\tau$.

Taking the Laplace transform (as time $t > 0$ is of interest) defined by

$$F(s) = \int_0^\infty f(t)e^{-st}dt, \quad t > 0,$$

(1.25)

of the polarization $P(t)$ and simplifying yields

$$P(s) = \frac{1}{s} \left( P_\infty + \frac{P_s - P_\infty}{1 + s\tau} \right).$$

(1.26)

Using the Laplace transform once again, the electric field is given by

$$E(s) = \frac{E_s}{s}.$$

(1.27)

For a linear medium such as human tissues\(^2\), the polarization is related to the electric field through the electric susceptibility $\chi$ (dimensionless), and the free space permittivity $\epsilon_0$ (Farad/m). The polarization in the transform domain is

$$P(s) = \epsilon_0 \chi(s) E(s).$$

(1.28)

Using (1.26) to (1.28), and solving for the susceptibility yields

$$\chi(s) = \chi_\infty + \frac{\chi_s - \chi_\infty}{1 + s\tau}.$$  

(1.29)

The relative dielectric constant is related to the susceptibility as follows

$$\epsilon_r = \chi + 1.$$  

(1.30)

\(^2\) The electromagnetic properties of tissues are linear when interacting with weak fields. However under high field strengths non-linear effects may occur [37]. For this thesis the fields produced by thermal radiation are weak and the dielectric response will be linear.
Substituting (1.29) into (1.30), using \( s = j\omega \), and multiplying by \( \epsilon_0 \), yields the Debye equation for the complex permittivity

\[
\epsilon = \epsilon_\infty + \frac{\epsilon_s - \epsilon_\infty}{1 + j\omega\tau}. \tag{1.31}
\]

The real and imaginary parts of (1.31) can easily be shown to be

\[
\epsilon' = \epsilon_\infty + \frac{\epsilon_s - \epsilon_\infty}{1 + (\omega\tau)^2} \tag{1.32}
\]

\[
\epsilon'' = \frac{(\epsilon_s - \epsilon_\infty)\omega\tau}{1 + (\omega\tau)^2}. \tag{1.33}
\]

This expression for the permittivity does not take into account conduction current. For a static conductivity \( \sigma_s \) the Debye model is [37]

\[
\epsilon = \epsilon_\infty + \frac{\epsilon_s - \epsilon_\infty}{1 + j\omega\tau} - j\frac{\sigma_s}{\omega\epsilon_0}. \tag{1.34}
\]

Another useful model for predicting complex permittivity of materials is the Cole-Cole model [38]

\[
\epsilon = \epsilon_\infty + \frac{\epsilon_s - \epsilon_\infty}{1 + (j\omega\tau)^{1-\alpha}}. \tag{1.35}
\]

The Cole-Cole model is similar to the Debye model, however, it includes a distribution parameter that describes the distribution of relaxation times [27,38]. The Cole-Cole model reduces to the Debye model for \( \alpha = 0 \).

If multiple relaxations processes are present, the material properties can be described as a sum of multiple Debye or Cole-Cole relaxations. For tissues, three relaxations are generally considered (\( \alpha, \beta, \gamma \)) [25]. The \( \alpha \) dispersion is the low-frequency relaxation due to ionic diffusion at the cell membrane [25]. Polarization cell membranes, proteins, and other macro-molecules leads to the \( \beta \) dispersion in the hundreds of kilohertz range, while water molecules lead to the \( \gamma \) dispersion at gigahertz frequencies [25]. These relaxations can be described as a sum of multiple Cole-Cole type relaxations [27]

\subsection*{1.4.1 \textbf{Phantom Materials for Medical Applications}}

In a laboratory environment it is essential to demonstrate a concept with a well controlled test setup. For this reason, it is convenient to use \textit{phantoms}, whose electromagnetic properties mimic those of human tissues. A
common phantom material is water, which is easily controlled in a laboratory environment, and is a standard phantom material, dielectric reference, and calibration standard [37, 39–41]. Consequently, the dielectric properties of pure water have been widely investigated with a thorough summary provided by Ellison et al. [42]. A select few will be summarized and compared here. In 1971, Stogryn [34] presented expressions for the three unknowns in the Debye model as a function of temperature and salinity. The expressions were compared to measured data from the literature at frequencies ranging from 3.25 GHz to 23.7 GHz. Kaatze et al. in 1989 [43] used their own measured data from 0°C to 50°C over the frequency range of 1.1 GHz to 57 GHz in combination with data from the literature to determine a Debye model which is valid up to 100 GHz and over the temperature range of -4°C to 60°C. In 1991 Liebe et al. [44] presented models fit to experimental data compiled from literature. They presented a single term Debye model that is valid up to 100 GHz. Beyond 100 GHz and up to 30 THz a double Debye model was used to account for both primary and secondary relaxations. Additional double Debye models have been presented such as that by Buchner et al. [45].

The formulas of the three single Debye models discussed in the previous paragraph were compared over the frequency range of 100 MHz to 10 GHz at a temperature $T = 25°C$ (77°F) and at 1.4 GHz over the temperature range of 5°C to 50°C. The results are summarized in Fig. 1.7 showing good agreement between all of the methods. The formulas are reproduce here\(^3\) as a function of temperature $T$ in Celsius for the readers’ convenience in (1.47).

In this work, the frequency range of interest is between 100 MHz and 10 GHz. The model presented by Liebe et al. [44] will be used to determine the dielectric properties of water. The dielectric properties will then be used in various simulations. For convenience, the conductivity $\sigma$ is often specified. As mentioned previously, this conductivity is an effective conductivity including both frequency independent and dependent losses. Fig. 1.8 shows the real part of the relative dielectric constant ($\epsilon'_r$) and the conductivity at a temperature of 25°C. The real part of the relative dielectric constant is relatively constant (78.3-62.9), however, the conductivity changes notably from 0.002 S/m to 16.6 S/m over the frequency range of 100 MHz to 10 GHz.

Although water is a useful phantom material, other phantoms that more closely mimic the dielectric

\(^3\) It should be noted that the expression for $\epsilon_s$ presented by Stogryn [34] has a typographical error. The formula is reproduced from Malmberg et al. [46] formula (5). Additionally, the first order term in (5) from [46] differs slightly from the equation in the abstract ($−0.4008T$ as apposed to $−0.40008T$). Equation (5) from [46] will be presented here for $\epsilon_s$. 
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properties of various human tissues may be necessary for specific scientific experiments. Recipes for producing these phantoms are published in the literature (e.g. [47–49]).
\begin{figure}[h]
\centering
\begin{subfigure}{0.45\textwidth}
\centering
\includegraphics[width=\textwidth]{figure1a}
\caption{(a) Real part of the relative dielectric constant ($\varepsilon'_r$) and the conductivity (b) of pure water for the temperatures $25^\circ$C and $37^\circ$C (human body temperature) calculated using (1.44) to (1.47).}
\end{subfigure}
\hfill
\begin{subfigure}{0.45\textwidth}
\centering
\includegraphics[width=\textwidth]{figure1b}
\end{subfigure}
\caption{(b) Conductivity ($\sigma$) of pure water for the temperatures $25^\circ$C and $37^\circ$C (human body temperature).}
\end{figure}

1.4.2 **Probe Designs from the Literature**

The inverse problem of determining the physical temperature of tissues from radiometric observations will require multiple independent measurements at different frequencies e.g. [11] or different angles [50]. Multiple frequencies are used as the weighting functions will be a function of frequency, thus resulting in independent measurements. The challenge in using multiple frequencies is that the probe must be measuring the same tissues at each frequency which has led researchers to develop broadband waveguide apertures that are filled with a high dielectric constant to achieve the bandwidth necessary (utilizing two polarizations) for using a single aperture over 1 to 4 GHz [41]. Additional broadband designs such as a spiral have been presented [18]. These broadband designs utilize the same aperture to ensure the antenna is receiving thermal power from the same tissues across the frequency bands of interest.

For applications where determining absolute temperature at a depth is not required, single frequencies may be used. Such single frequency applications as detecting a buried hot object with a monopole [39] or determining body temperature that includes contributions from the core temperature with a cavity back slot [51] utilize antennas designed for a single frequency. Another single frequency design was presented for \textit{in vivo} measurements that utilized suction to mount the antenna [52]. A comparison of these example probes is summarized in Table 1.2 comparing the size, frequency, and application.

The aim of this thesis is to address some of the challenges related to making a wearable compact device that may be operated in an open and possibly congested RF environment. Multiple discrete frequencies with
narrow bandwidths less than 5% will be used to determine subsurface temperature. What is different in this work is separate antennas that are located in close proximity will be used to receive thermal power from the same part of the body rather than a single antenna matched over a broad band. The antenna impedance in this case will also aid in filtering. To ensure the antenna will be lightweight and flexible so that it is easily worn, printed dipoles will be used. This differs from some of the probes presented in Table 1.2.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Photograph</td>
<td>![Photograph]</td>
<td>![Archimedean Spiral]</td>
<td>![L-Shaped Monopole]</td>
<td>![Cavity Backed Slot]</td>
<td>![Elliptical Antenna]</td>
</tr>
<tr>
<td>Frequency [GHz]</td>
<td>1-3.8 (5) 400 MHz bands</td>
<td>1-3.5</td>
<td>1.393 - 1.757</td>
<td>1.2-1.6</td>
<td>3.5</td>
</tr>
<tr>
<td>Dimensions [cm]</td>
<td>2.1 × 2.8</td>
<td>3.5 × 3.5</td>
<td>2.8</td>
<td>9 × 9 × 2.7</td>
<td>5 × 5 × 3.2</td>
</tr>
<tr>
<td>Designed for</td>
<td>Water</td>
<td>Water</td>
<td>Water</td>
<td>Adjustable air gap (skin, muscle, fat/blood phantom)</td>
<td>Human tissues (hand, chest, belly, and hip)</td>
</tr>
</tbody>
</table>
1.5 Thesis Outline

In this thesis, radiometry is applied to measuring internal body temperature non-invasively using a wearable microwave radiometer. The outline of the thesis is summarized for each Chapter by the following:

Chapter 2 Receiver architectures are discussed, and 1.4 GHz and 2.7 GHz radiometers are designed and characterized. The system also includes the probe used to receive the thermal radiation. Two single frequency probes are presented that were designed for a water phantom, and two other multi-frequency probes are presented that were designed for human tissues.

Chapter 3 To address the goal of developing a compact system. Two monolithic microwave integrated circuit (MMIC) circuits for a compact radiometer are presented - a tunable coupler and an active cold noise source. The design methodologies for both circuits are detailed and applied to a TriQuint 0.5 µm commercial GaAs process. The measured results of each MMIC are also presented.

Chapter 4 The analysis of a dipole in a stratified lossy medium is presented using a spectral domain technique. The analysis is done to determine the sensing limitations for a dipole used as the transducer to receive thermal radiation from tissues. An improved sensing depth metric is presented and analyzed for a water phantom, and a three layer tissue model of skin, fat, and muscle.

Chapter 5 Utilizing the radiometers presented in Chapter 2, Chapter 5 demonstrates the detection of subsurface temperature changes using a water, glass, water phantom. Additionally, the question of weighting function model validity is addressed by simulation of a radiometer measuring thermal emission from a three layer tissue medium of skin, fat, and muscle. The results are interpreted for medical applications.

Chapter 6 Summarizes the contributions of this work and presents a path forward for future work.
Chapter 2

Radiometer Design
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2.1 Introduction

In the previous chapter, basic radiometry concepts were introduced, and the blackbody power received by an antenna was defined in terms of both near-field and far-field parameters. This power is delivered to a sensitive microwave receiver called a radiometer. The output of the radiometer is generally a dc voltage that is proportional to the antenna temperature. In this chapter, the fundamental definitions essential for the
design of the radiometer are presented, and a few radiometer architectures are discussed. Two receivers and probes designed for 1.4 and 2.7 GHz operation are presented along with their measured performance. Finally, additional multi-frequency probes are presented that have been designed for interaction with human tissues.

### 2.2 Receiver Definitions

A simple block diagram of a radiometer is shown in Fig. 2.1. Power is received through the antenna at an equivalent noise temperature $T_A'$. The gain ($G$) is dictated by the number of amplifiers in the receiver chain, and the losses in the receiver from passive elements such as transmission lines and filters. The bandwidth ($B$) is generally dictated by the filters used in the predetection section of the receiver, but is also a function of the bandwidth of the active components such as the amplifiers and square-law ($x^2$) detector. The output is then integrated with a time constant $\tau$ to improve the radiometric resolution. Next, the definitions necessary to characterize the noise performance of the receiver will be presented. The definitions in this section are widely published, and the following references are examples: [2, Chapter 6], [53, Chapters 10, 13], [1].

A radiometer must amplify a very low level signal while introducing minimal noise. Amplifier noise is measured by the signal-to-noise ratio (SNR), defined as the ratio of the signal power $P_s$ to the noise power $P_n$ or $\text{SNR} = \frac{P_s}{P_n}$. For a linear two port device or system, the noise figure ($F$) is a measure of the degradation of the SNR by noise added from the device or system. The noise figure is the ratio of the input SNR to the output SNR given as

$$F = \frac{P_{ni}/P_{ni}}{P_{so}/P_{no}}, \quad (2.1)$$

where the input noise power is the power provided by a matched resistor at a temperature $T_0 = 290 \text{K}$.

---

![Figure 2.1](image.png)

Figure 2.1: Simplified block diagram of a total power radiometer along with important parameters such as gain ($G$) and bandwidth ($B$). The power is detected with a square-law detector ($x^2$) and integrated with an integration time ($\tau$).
\( P_{ni} = kT_0B \). The linear quantity for noise figure is also referred to as noise factor while the value in decibels is referred to as noise figure (dB) (NF) defined as

\[
NF = 10 \log_{10} F. \tag{2.2}
\]

The equivalent input noise temperature is used to define the noise performance of a device as an equivalent noise source that is placed at the input of an ideal noise-free device. Consider the two networks shown in Fig. 2.2. The network in Fig. 2.2a is a noisy amplifier with a fictitious 0 K load at the input such that \( P_{ni} = 0 \). For this case, \( P_{no} \) represents the output noise power generated by the device when the input is connected to a noise-free termination. This network is replaced with an equivalent noiseless network shown in Fig. 2.2b, where \( T_e \) represents an equivalent temperature of a matched resistor referred to the input of the noise free device that would generate the same output power \( P_{no} \), given by

\[
T_e = \frac{P_{no}}{GkB}, \tag{2.3}
\]

where the gain of the device is \( G \), and the bandwidth considered is \( B \). The equivalent input noise temperature is related to the noise figure \((F)\) as

\[
T_e = (F - 1)T_0. \tag{2.4}
\]

\begin{figure}[h]
\centering
\includegraphics[width=\columnwidth]{fig2.2.png}
\caption{Equivalent noise temperature definition where a noisy device (a) terminated in a fictitious 0 K load is replaced by a noiseless device (b) terminated in a resistor with an equivalent noise temperature.}
\end{figure}

The noise performance of a system can be expressed in terms of the noise parameters and gains of the individual stages. The output noise power of a single stage (assuming the input noise power is given from a match resistor at \( T_0 \)) in a small frequency band is given by

\[
P_{no} = Gk(T_0 + T_e)B \tag{2.5}
\]
The available output noise power for the cascaded system shown in Fig. 2.3 is

\[ P_{no} = G_1G_2kT_0B + G_1G_2kT_{e1}B + G_2kT_{e2}B \]  

(2.6)

Due to source \( T_0 \), due to noise in first network, due to noise in second network

Using this expression, the effective input temperature of the two networks cascaded can be written as

\[ T_{e1,2} = \frac{kG_2(G_1T_{e1} + T_{e2})B}{G_1G_2kB} = T_{e1} + \frac{T_{e2}}{G_1} \]  

(2.7)

which can be generalized for \( n \) networks in cascade to find the overall effective temperature equal to

\[ T_{e} = T_{e1} + \frac{T_{e2}}{G_1} + \cdots + \frac{T_{en}}{G_1G_2 \cdots G_{n-1}} \]  

(2.8)

Using (2.4), the overall noise figure is given by

\[ F = F_1 + \frac{F_2 - 1}{G_1} + \cdots + \frac{F_n - 1}{G_1G_2 \cdots G_{n-1}} \]  

(2.9)

Inspection of (2.9) reveals the cascaded noise figure is dominated by the noise figures of the first few stages provided the overall receiver has adequate gain. If the first component is a passive network, e.g. a lossy cable, \( G \) is replaced by the loss \( L \). Therefore to design a receiver with a low system noise figure, a low-noise amplifier (LNA) with a low noise figure and reasonable gain should be placed as close to the antenna as possible.

Using the noise performance of the receiver, in addition to knowledge of the bandwidth and integration time, the sensitivity of the receiver can be determined. The voltage at the output of the square-law detector (\( x^2 \)) is integrated with a time constant \( \tau \) as seen in Fig. 2.1. The final output voltage will have a dc component that corresponds to the mean value of the input power, and the ac or fluctuating component which limits the resolution of the radiometer. For a total power radiometer, such as the one shown in Fig. 2.1, the radiometric resolution is given by

\[ \Delta T = \frac{T_0' + T_{rec}}{\sqrt{B\tau}} \]  

(2.10)

Figure 2.3: Noise figure for two cascaded two-port networks.
where the receiver temperature and gain are assumed to be constant. \( T'_A \) is the antenna temperature including the ohmic losses. This is the precision with which \( T_A \) can be recovered from the output voltage of the square law detector after integration.

The definitions presented in this section are essential for designing a radiometer. Design requirements such as sensitivity, expected temperatures that will be measured, and the EM environment in which the radiometer will be operated all determine the receiver temperature, bandwidth, and integration time. These requirements dictate the choice of LNAs, filters, detectors, and interconnect losses. In the subsequent sections, the choice of parts for a specific application are presented and the receiver temperatures and sensitivities estimated. First, a few receiver architectures are presented to motivate the architecture choice for the microwave thermometer.

### 2.3 Receiver Architectures

The fundamental receiver architecture is a the total power radiometer shown in Fig. 2.1, and serves as the reference for the various other architectures: Dicke, radiation balance, noise injection, and two-load radiometers detailed in many texts and articles such as [1, 2, 54, 55]. The expression for sensitivity from (2.10) assumes no gain variations. If the fluctuations in the gain are considered, the sensitivity must be modified [2, 55] as follows

\[
\Delta T = (T'_A + T_{rec}) \sqrt{\frac{1}{B\tau} + \left(\frac{\Delta G}{G}\right)^2},
\]  

(2.11)

where \( G \) is the average power gain of the radiometer, and \( \Delta G \) is the rms value of the gain fluctuation.

To reduce the effect of gain variations, Dicke [56] proposed a radiometer that is periodically compared to a matched reference load at a stable temperature \( T_{ref} \) as shown in Fig. 2.4. The output is then synchronously demodulated resulting in the following radiometric resolution

\[
\Delta T = \sqrt{\frac{2(T'_A + T_{rec})^2}{B\tau} + \frac{2(T_{ref} + T_{rec})^2}{B\tau} + \frac{(T'_A - T_{ref})^2}{B\tau} \left(\frac{\Delta G}{G}\right)^2}.
\]  

(2.12)

This equation is easily interpreted as contributions from the noise variations of the antenna measurement for a period of \( 1/\tau \) and the reference measurement for a period of \( 1/\tau \) in addition to fluctuations in the gain. The rate at which the reference load is compared should be fast enough such that the gain is considered to be constant over the switching interval. It is seen that variations due to gain can be minimized if \( T'_A = T_{ref} \). In
this case the radiometer is said to be balanced, and the radiometric resolution is twice that of the ideal total power radiometer as the antenna input is only received half of the time.

Methods for balancing include varying the reference load with a variable attenuator until the reference temperature is equal to the antenna temperature. Another method of balancing a radiometer is to inject a variable amount of noise (from a noise source with a variable attenuator) by means of a coupler into the antenna path to raise the antenna temperature to be equal to the reference temperature as seen in Fig. 2.5. Balancing techniques require feedback to control the attenuators until a balanced mode of operation is achieved.

To determine the unknown antenna temperature $T_A'$, the receiver must be calibrated with known temperature standards. Assuming the output voltage is linear with respect to input power, there is a linear relation between the input temperature and output voltage as shown in Fig. 2.6a. The temperature standard may either by a matched microwave load with a known temperature, or a target observed by the antenna with a known temperature.

A two-load radiometer shown in Fig. 2.6b is constantly calibrated against a hot and cold load. Goodberlet et al [57] proposed a two-load radiometer as a way to improve the radiometric resolution. The optimal time to measure each standard during the calibration cycle for a two-load architecture is presented in [57]. Fig. 2.6a shows the calibration line associated with the two-load radiometer.

The architectures presented here have advantages in terms of insensitivity to variations in gain and disadvantages such as hardware complexity for the synchronous modulator/de-modulator. However, with the advent of improved data acquisition unit (DAQ) units, the synchronous demodulation can be done in
software and switching frequencies and dwell times may be easily varied through computer control. A two-load radiometer along with a computer controlled DAQ allows for flexibility in the mode of operation. The receiver is calibrated constantly which is advantageous as a wearable radiometer’s receiver temperature may drift, and will need to be regularly calibrated which the two-load radiometer is capable of. For these reasons, the two-load radiometer is the architecture of choice for the radiometers in presented in this chapter.

2.4 Receiver and Probe Designs for a Wearable Radiometer

As stated in the introductory chapter, the goal of this thesis is to not only design a radiometer capable of determining subsurface temperature, but for the radiometer to be wearable e.g. not necessarily operated in a well controlled environment. The ambient radio frequency spectrum is congested, degrading the achievable signal-to-noise ratio (SNR) at many frequencies that might otherwise be optimal for passive sensing. Therefore, allocated quiet bands for remote sensing and radio astronomy that will minimally degrade the SNR are chosen for this application. The protected frequency bands are regulated by both the Federal Communications Commission (FCC) and International Telecommunication Union (ITU) [58], and several frequency bands are detailed in Table 2.1. The frequency bands will be referred to as 1.4 GHz and 2.7 GHz for ease of reference, and shall correspond to the frequency bands detailed in Table 2.1.
Figure 2.6: General calibration line (a) of a radiometer where $V_h$ and $V_c$ are the hot and cold output voltages corresponding to the input temperatures $T_h$ and $T_c$, and a two-load radiometer (b) in which the radiometer is constantly calibrated using an RF switch at the front of the receiver.

In this chapter, only receivers for the 1.4 GHz and 2.7 GHz bands are presented. The 4.9 GHz frequency does not penetrate very deep into a lossy medium and may be used to sense the surface skin temperature. Additionally, if very deep sensing is required, the 400 MHz band may also be used.

Up to this point the choice of direct detection or superheterodyne has not been discussed. Either architectures may be used in the predetection section of the receiver. To reduce the complexity of the receiver, direct detection is the architecture chosen for the radiometers presented in this chapter. Generally, conversion to an intermediate frequency (IF) frequency is done to spread the required gain across different frequencies as large gain can easily be achieved as frequency decreases. Additionally, conversion to an IF can make improving the selectivity easier. One advantage of not converting to an IF is that a diode square-law detector can be matched over the narrow RF bandwidth increasing the sensitivity of the detector which decreases the required RF gain. This small dc signal can then be amplified by a low-noise op-amp circuit rather than at the IF. The following design procedure is used for the receivers:

- Design a matched detector and determine sensitivity.
- Given the square-law detector sensitivity, design the receiver front-end or predetection section that will have the required gain to stay above the noise floor of the detector, but still within the square-law region of the diode.
- Ensure the noise figure of the system meets the design requirements for receiver sensitivity by proper selection of components.
Table 2.1: Receiver frequencies for a wearable radiometer. The frequency bands chosen are protected for radio astronomy and remote sensing.

<table>
<thead>
<tr>
<th>Passive Sensing Frequency Band [MHz]</th>
<th>Abbreviated Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>406.1-410\textsuperscript{a}</td>
<td>400 MHz</td>
</tr>
<tr>
<td>1400-1427\textsuperscript{b}</td>
<td>1.4 GHz</td>
</tr>
<tr>
<td>2650-2700\textsuperscript{b,c}</td>
<td>2.7 GHz</td>
</tr>
<tr>
<td>4800-5000\textsuperscript{c,d}</td>
<td>4.9 GHz</td>
</tr>
</tbody>
</table>

\textsuperscript{a} Reserved for radio astronomy at specific locations (footnotes US74 and US385 [58])
\textsuperscript{b} Emissions are prohibited at the frequencies of 1.4-1.427 GHz, 2.69-2.7 GHz for both the FCC (footnote US246 of [58]) and ITU (footnote 5.430 of [58]).
\textsuperscript{c} Part of the frequency band is shared with transmitters.
\textsuperscript{d} Emissions are prohibited by the FCC in the frequency range of 4.99-5.0 GHz FCC (footnote US246 of [58]).

The receiver also includes the near-field probe or transducer, designed for the specific materials being measured. For the purpose of demonstration, water is the medium used, and the probes are designed to be matched when placed in contact with water. In this thesis, a dipole probe is used as it is more useful than a waveguide when size, flexibility, and cost are requirements, as is the case for a portable microwave thermometer. The dipole also has the advantage of being directional when placed at the interface between a high dielectric constant half space and free space as the ratio of power radiated into the lower and upper half-spaces varies approximately as $\epsilon_r^{3/2}$ [59,60].

The stability of the radiometer is characterized by determining the Allan deviation. Allan deviation has been developed as a statistical tool for frequency standard metrology [61] where classical variance can give misleading results for long-term variations. Allan variance has been proposed for characterizing radiometer stability [57,62], and for a discrete time series $y_k$ spaced $\tau_0$ apart is given by

$$
\sigma_y^2(\tau) = \frac{1}{2(N - 2n + 1)} \sum_{k=1}^{N-2n+1} \left( \frac{1}{n} \sum_{j=k+n}^{k+2n-1} y_j - \frac{1}{n} \sum_{j=k}^{k+n-1} y_j \right)^2, \tag{2.13}
$$

where $\tau = n\tau_0$. The Allan deviation is simply the square-root of the Allan variance. The formula for the Allan deviation may look complicated, but it has a simple interpretation: it is the standard deviation of the differences between adjacent measurements, where a measurement consists of enough samples to take up time $\tau$. 
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2.4.1 Calibration

To determine the unknown antenna temperature, the receivers must be calibrated. For the two-load radiometer, calibration is performed continuously by regularly switching the receiver between the antenna and two loads of known temperatures. The measurements in this thesis are calibrated with an SMA microwave load at room temperature for the cold calibration standard, and an Agilent 346A noise source for the hot calibration standard. The Agilent 346A noise source has an excess noise ratio (ENR) of between 4.5 dB and 6 dB. The ENR is defined in terms of its on and off noise states, and is generally expressed in dB as

\[
\text{ENR} = 10 \log_{10} \left( \frac{T_{S}^{ON} - T_{S}^{OFF}}{T_0} \right). \tag{2.14}
\]

The calibrated ENR of a noise source is always referenced to \( T_{S}^{OFF} = T_0 = 290 \) K. If the physical temperature of the noise source is not 290 K the ENR must be corrected [63]:

\[
\text{ENR}_{corr} = 10 \log_{10} \left( 10^{\text{ENR}_{cal}/10} + \frac{T_0 - T_{S}^{OFF}}{T_0} \right), \tag{2.15}
\]

where \( \text{ENR}_{cal} \) is the calibrated value given by the manufacturer. The noise source temperature when it is on is determined from the value of the ENR. For example, a noise source with an ENR of 5 dB at 290 K would have an on temperature \( T_{S}^{ON} = 1207 \) K. The data provided by the manufacturer is only specified at discrete frequencies and for the Agilent 346A noise source, it is estimated to be 5.14 dB and 5.17 dB at 1.4 GHz and 2.7 GHz, respectively.

The noise temperature of the source may be reduced by use of an attenuator, for the purpose of ensuring the output is still within the square-law region of the diode detector. A precision matched attenuator of 2.88 dB was used to reduce the noise temperature of the source where the temperature of the output is given by

\[
T_{out} = \frac{T_{in}}{L} + \left(1 - \frac{1}{L}\right)T_p, \tag{2.16}
\]

where \( T_p \) is the physical temperature of the attenuator, and \( L \) is the loss in the attenuator. This corresponds to a hot temperature standard of 778 K and 781 K at 1.4 GHz and 2.7 GHz respectively.

The output voltage from the square-law detector is amplified by a low-noise op-amp, filtered, and then measured by an analog-to-digital converter (ADC). The AD620 from Analog Devices is a low-noise
instrumentation amplifier requiring only one resistor to set a gain between 1 and 10,000. After the amplifier a RC low-pass filter is used, then the voltage is measured by a National Instruments PCI-6143 16-Bit, 250 kS/s/ch, simultaneous sampling multifunction DAQ. The DAQ is also used to control the RF front-end switch for calibration. This setup is illustrated in Fig. 2.7 including a temperature data logger (TC-08) from Pico Technology to monitor the load temperature and experimental test setup temperatures.

![Diagram](image)

**Figure 2.7:** Post detection data conditioning and acquisition. The dc voltage is amplified and filtered before being measured with a DAQ.

The RC low-pass filter has a time constant of $\tau_{rc} = 825 \mu s$, therefore the DAQ is used to sample the output voltages every 1 ms. The raw data from the output of the diode detector is measured by the DAQ along with the control voltages. Calibration is done every 1 second ($\tau_{cal} = 1$ s) with an equal dwell time on each load (0.333 s). The raw data is processed by determining the mean output voltage from each load over 1/3 of the calibration cycle. Since an RC low-pass filter is used, it takes time for the capacitor to charge and discharge such that the measured voltage has reached steady state. To ensure the estimate of the average is not affected by the low-pass filter time constant, the first 10 filter time constants (8.25 ms) of data at the beginning of each load measurement is not used in estimating the mean. A summary of the calibration is shown for an example case of raw data in Fig. 2.8. This calibration procedure will be used throughout the rest of this thesis.

For the long measurements (up to an hour) done in this thesis, post processing all the data is not feasible. Therefore, custom code was written in Python to periodically process the data, and re-write the raw time series data. This was done every 30 seconds without interrupting the data sampling so that the data used for calculations is continuous.
Figure 2.8: Raw measurement data used to determine antenna temperature. The raw hot, antenna, and cold voltages are averaged every $\tau_{\text{cal}}$. To ensure an accurate estimate of the mean for each standard the first 10 low-pass filter time constants $\tau_{\text{rc}}$ shown in the inset are thrown out.

2.4.2 1.4 GHz System

The receiver and detector sensitivities were measured using a Lock-in Amplifier (SR-830 from Stanford Research Systems). The lock-in amplifier uses phase sensitive detection to characterize very small signals that may be obscured by noise. The square-law diode detector is a Schottky diode SMS7630-079 from Skyworks Inc. The Schottky diode is matched with a lumped element LC match shown in Fig. 2.9a, with the corresponding elements shown in Table 2.2. A photograph of the square-law detector is shown in Fig. 2.9b.

To characterize the performance of the square-law detector, a RF sweeper was used to drive the detector at different power levels and at different frequencies. Fig. 2.10 shows the measured performance of the square-law detector. The sensitivity as seen in Fig. 2.10a is 25 mV/μW when driven with a 1.4 GHz signal. The frequency performance is shown in Figs. 2.10b and 2.10c showing the detector is matched best at 1.4 GHz when driven with an RF input power of -40 dBm. The broadband response shown in Fig. 2.10c demonstrates a factor of 1000 difference from the peak voltage over the range of 2.35 GHz to 4.5 GHz. A factor of 1000 difference in dc voltage corresponds to a 30 dB rejection in RF power for the square-law detector.

The next step in the receiver design procedure is to determine the necessary gain and receiver sensitivity requirements. To determine the necessary gain, the RF power is calculated from (1.7). Using the 27 MHz bandwidth and normal body temperature ($\approx 310$ K) the power level is -99.4 dBm. If the desired output voltage is 100 μV, which places the input power within the square-law region of the detector, 45 dB of gain is required.
Figure 2.9: Schematic (a) and photograph (b) of a 1.4 GHz diode square-law detector with lumped element match.

Figure 2.10: Measured performance of the 1.4 GHz diode (SMS7630-079) square-law detector. The output voltage vs. input power at 1.4 GHz (a) demonstrates a sensitivity of 25 mV/µW. The narrowband (b) and broadband (c) frequency response is shown for an input power of -40 dBm.

For a receiver sensitivity of 0.2 K, (2.10) is used to determine the required receiver temperature assuming $\tau = 0.333$ s. Next, (2.4) is used to determine the corresponding noise figure which is $\text{NF} = 3$ dB. With this information, parts are selected that achieve the appropriate gain and cascaded noise figure.

Fig. 2.11 shows the schematic of the 1.4 GHz radiometer. The radiometer consists of a switch at the input for calibration, then a series of LNAs are cascaded with bandpass filters to achieve the required gain and
Table 2.2: Components for 1.4GHz diode detector.

<table>
<thead>
<tr>
<th>Schematic Element</th>
<th>Manufacturer</th>
<th>Part Number</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>ATC</td>
<td>600L4R7CT</td>
<td>4.7 pF</td>
</tr>
<tr>
<td>L</td>
<td>Coilcraft</td>
<td>0402CS-15NX</td>
<td>15 nH</td>
</tr>
<tr>
<td>D</td>
<td>Skyworks</td>
<td>SMS7630-079LF</td>
<td></td>
</tr>
<tr>
<td>RFC</td>
<td>Coilcraft</td>
<td>0603CS-R12X</td>
<td>120 nH</td>
</tr>
</tbody>
</table>

The elements in the schematic are summarized in Table 2.3. Using the formula for cascaded noise figure (2.9), the noise figure of the receiver is calculated to be 3.1 dB with a gain of 45.6 dB. This is a large amount of gain and stability is an issue to be concerned with, however the band-pass filters help as they reduce the gain at low frequencies.

![Predetection schematic of the 1.4 GHz radiometer.](image)

Table 2.3: Components for a 1.4GHz receiver.

<table>
<thead>
<tr>
<th>Schematic Element</th>
<th>Manufacturer</th>
<th>Part Number</th>
<th>$G$ [dB]</th>
<th>$NF$ [dB]</th>
</tr>
</thead>
<tbody>
<tr>
<td>SW1</td>
<td>Hittite</td>
<td>HMC345LP3</td>
<td>-2</td>
<td>2</td>
</tr>
<tr>
<td>LNA1</td>
<td>Mini-Circuits</td>
<td>RAMP-33LN</td>
<td>16.7</td>
<td>1</td>
</tr>
<tr>
<td>BPF</td>
<td>Mini-Circuits</td>
<td>VBFZ-1400</td>
<td>-2</td>
<td>2</td>
</tr>
<tr>
<td>LNA2</td>
<td>Mini-Circuits</td>
<td>TAMP</td>
<td>34.9</td>
<td>0.6</td>
</tr>
</tbody>
</table>

The measured receiver detection sensitivity vs. input power and frequency is summarized in Fig. 2.12. In a bandwidth of 27 MHz, the power delivered from an antenna temperature equal to that of the human body is approximately -100 dBm, and the corresponding output voltage of the receiver at 1.4 GHz is 127.6 μV, as seen in Fig. 2.12a. The narrowband frequency response is shown in Fig. 2.12b for an input power of -80 dBm, showing the receiver outputs the highest voltage (12 mV) at 1.39 GHz. The broadband response is shown in Fig. 2.12c, demonstrating a factor of $10^4$ difference in output voltage compared to the peak for frequencies above 1.8 GHz. This corresponds to an RF power rejection of 40 dB. It should be noted, however, that the
measurement appears to have reached the noise floor of the detector which is approximately 220 nV. Therefore the dynamic range in RF power is 40 dB. The receiver actually has more rejection out of band.
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Figure 2.12: Measured performance of the 1.4 GHz receiver vs. RF input over frequency and power. The output voltage vs. input power at 1.4 GHz (a) demonstrates an output voltage of 127.6 µV for an input power of -100 dBm. The narrowband (b) and broadband (c) frequency response is shown for an input power of -80 dBm.

The final part to design for the 1.4 GHz system is the probe or transducer. As was stated previously, a dipole probe is used. To feed the dipole, which is a balanced structure, a microstrip tapered balun (balanced to unbalanced) is used. A tapered balun was first presented to transition from a coaxial line to a two-wire transmission line, and was designed to be broadband (100:1 bandwidth) [64]. This was extended to a stripline balun by Gans et al. [65]. Microstrip tapered baluns have been analyzed with various tapers such as circular, linear, and exponential demonstrating wideband microstrip baluns [66,67].

The 1.4 GHz balun with an exponentially tapered ground plane and linearly tapered top conductor was designed and simulated in Ansys HFSS on a Rogers 4350B ($\varepsilon_r = 3.66$) 30 mil thick substrate. The length of the balun is $\lambda_g/2$ at 1.4 GHz transitioning from microstrip on the unbalanced end (towards the receiver)
to balanced stripline on the end that connects to the dipole. The width of the bottom conductor on the unbalanced or microstrip end is truncated at five board thicknesses away from the top conductor trace. The bottom conductor is exponentially tapered, while the top conductor is linearly tapered. The antenna and feed are composed of two pieces of substrate that are orthogonal to one another. To connect the dipole to the balun, a hole is drilled in the antenna portion of the substrate, while a notch is made in the balun such that the two conductors in the balanced stripline could pass through the hole in the antenna substrate and be soldered to the dipole.

For increased impedance, a folded dipole is designed. The shape of the printed dipole and width of the traces are optimized to achieve an impedance match to a $50\,\Omega$ system when fed with the balun. The probe is simulated on a water half-space that is $\lambda_0/4$ away from any radiating edge in extent, and the temperature of the water is assumed to be 21°C. The dielectric properties of the water are estimated using the Debye model from [44]. A photo of the manufactured probe is shown in Fig. 2.13a. To measure the probe, the water half-space is approximated by using a plastic container with water with an approximate depth of 10 cm ($\approx 0.47\lambda_0$). The reflection coefficient is measured using a Agilent Technologies E8364C network analyzer with an short-open-load-through calibration up to the plane of the connector. The measured and simulated reflection coefficients are shown in Fig. 2.13b demonstrating a return loss greater than 20 dB in the band of interest.

In addition to the reflection coefficient of the probe, it is also necessary to determine the near-field weighting functions for the probe to determine the temperature of the water from raw radiometric observations. To do this, the reciprocal case of a transmitting antenna is analyzed, and the power dissipated in each region around the antenna is determined. For the half-space problem, three regions are considered: upper half-space, lower half-space, and the feed. The desired performance is to have the most power dissipated (received in the reciprocal case for the radiometer) in the lower half-space. Power dissipated in the feed is due to conductor and dielectric losses, while upper half-space loss is due to radiated power. If these values are normalized to the power accepted into the antenna, they can be considered to be the normalized weighting functions. Table 2.4 summarizes the upper half-space ($W_u$), feed ($W_f$), and lower half-space ($W_l$) weighting functions at 1.4 GHz. It is important to note that these weighting functions are specific to the probe and water half-space that it is
in contact with. The power dissipation is a function of the complex permittivity of the water and the physical dimensions of the probe. The 1.4 GHz probe receives 93.9% of its total power from the water half-space.

Table 2.4: 1.4 GHz probe weighting functions on a water half-space.

<table>
<thead>
<tr>
<th>Upper ($W_u$)</th>
<th>Feed ($W_f$)</th>
<th>Lower ($W_l$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.008</td>
<td>0.053</td>
<td>0.939</td>
</tr>
</tbody>
</table>

To characterize the stability of the 1.4 GHz radiometer, the Allan deviation was determined by placing the probe on water in a plastic container. The entire measurement setup was done in an anechoic chamber to ensure there is no outside interference. The depth of the water was approximately 10 cm. A 60 minute measurement was taken, and the radiometer was constantly calibrated every second with equal dwell time on the hot standard, cold standard, and the antenna (0.333 sec.). The Allan deviation was calculated using (2.13). The measurements are summarized in Fig. 2.14. The room temperature $T_{rm}$ (ambient temperature of the calibration load) and water temperature $T_t$ were measured using a temperature data logger (TC-08) from Pico Technology and the measurements are shown in Fig. 2.14a. The initial estimate of the receiver noise figure from data provided by the manufacturer results in a receiver temperature of 302 K, while the measured receiver temperature was 263.5 K as shown in Fig. 2.14b. The antenna temperature $T'_A$ is shown in Fig. 2.14c, and demonstrates an error of 2.2 K between the measured antenna temperature and the thermocouple.
Figure 2.14: Receiver measurements on a constant temperature water bath. The water temperature $T_t$ and room temperature $T_{rm}$ were measured with a thermocouple (a). The calibrated receiver temperature (b) is 263.5 K, and the calibrated antenna temperature (c) demonstrates good agreement between the radiometer and thermocouple measurements. The receiver stability (d) demonstrates an Allan deviation less than 0.2 K for integration times of one second or greater.

measurement. The Allan deviation is shown in Fig. 2.14d demonstrating an improvement in the variance of the output for integration times up to 100 seconds.

The measured temperature $T_A'$ is not corrected for error due to mismatch in this particular case. The temperature inversion process will be discussed in more detail in Chapter 5, where the measurements will be corrected for mismatch and loss in the feed network. Weighting functions will then be used to determine the temperature of the water.

2.4.3 2.7 GHz System

The 2.7 GHz receiver was designed using the same method as the 1.4 GHz receiver design. First, the detector was built. Then, knowing the sensitivity of the detector, the receiver front-end was designed with enough gain
and adequate noise figure.

The 2.7 GHz detector was designed using a single stub match with grounded coplanar waveguide (GCPW) transmission lines on an FR4 substrate. The RF choke was designed by meandering an RF shorted (through a capacitor) $\lambda_s/4$ GCPW line. The same Skyworks Inc. Schottky SMS7630-079LF diode was used. To characterize the performance of the square-law detector, a RF sweeper was used to drive the detector at different power levels and at different frequencies. Fig. 2.15 shows the measured performance of the square-law detector. The sensitivity as seen in Fig. 2.15b is 10 mV/$\mu$W when driven with a 2.65 GHz signal. The frequency performance is shown in Figs. 2.15c and 2.15d showing the detector is matched best at 2.65 GHz when driven with an RF input power of -40 dBm. The broadband response shown in Fig. 2.15d demonstrates a factor of 10 difference from the peak voltage over the range of 2.8 to 5 GHz. A factor of 10 difference in voltage corresponds to a 10 dB rejection in RF power.

![Detector Image](image_url)

Figure 2.15: Measured performance of the 2.7 GHz diode (SMS7630-079) square-law detector (a). The output voltage vs. input power at 2.65 GHz (b) demonstrates a sensitivity of 10 mV/$\mu$W. The narrowband (c) and broadband (d) frequency response is shown for an input power of -40 dBm.
The next step in the receiver design procedure is to determine the necessary gain and receiver sensitivity requirements. To determine the necessary gain, first the RF power is calculated from \(1.7\). Using the 50 MHz bandwidth and normal body temperature \((\approx 310 \text{ K})\), the power level is -96.7 dBm. If the desired output voltage is 10 \(\mu\)V, which places the input power within the square-law region of the detector, 36.7 dB of gain is required. For a receiver sensitivity of 0.2 K, \((2.10)\) is used to determine the required receiver temperature assuming \(\tau = 0.333 \text{s}\). Next, \((2.4)\) is used to determine the corresponding noise figure which is \(\text{NF} = 4.4 \text{ dB}\). With this information, parts can be selected that will achieve the appropriate gain and cascaded noise figure.

Fig. 2.16 shows the schematic of the 2.7 GHz radiometer. The radiometer consists of a switch at the input for calibration, then a series of LNA’s are cascaded with bandpass filters to achieve the required gain and filter outside of the band of interest. The elements in the schematic are summarized in Table 2.5. Using the formula for cascaded noise figure \((2.9)\), the noise figure of the receiver is calculated to be 3 dB with a gain of 36.7 dB.

The measured receiver detection sensitivity vs. input power and frequency are summarized in Fig. 2.17. As stated previously, in a bandwidth of 50 MHz the power delivered from an antenna temperature equal to that of the human body to the receiver is approximately -96 dBm. The output voltage of the receiver for an input power of -96 dBm at 2.64 GHz is 15.1 \(\mu\)V. The narrow band frequency response is shown in Fig. 2.17b for an input power of -80 dBm showing the receiver outputs the highest voltage (633 \(\mu\)V) at 2.64 GHz. The broadband response is shown in Fig. 2.17c, demonstrating a factor of \(10^4\) difference in output voltage compared to the peak for frequencies above 3 GHz and below 2.35 GHz. This corresponds to an RF power rejection of 40 dB. It should be noted, however, that the measurement appears to have reached the noise floor of the detector which is approximately 80 nV. The receiver actually has more rejection out of band.

![Figure 2.16: Predection schematic of the 2.7 GHz radiometer.](image)
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Table 2.5: Components for a 2.7 GHz receiver.

<table>
<thead>
<tr>
<th>Schematic Element</th>
<th>Manufacturer</th>
<th>Part Number</th>
<th>$G$ [dB]</th>
<th>NF [dB]</th>
</tr>
</thead>
<tbody>
<tr>
<td>SW1</td>
<td>Hittite</td>
<td>HMC345LP3</td>
<td>-2</td>
<td>2</td>
</tr>
<tr>
<td>LNA1</td>
<td>Mini-Circuits</td>
<td>TAMP-272LN</td>
<td>13.7</td>
<td>0.8</td>
</tr>
<tr>
<td>BPF</td>
<td>Mini-Circuits</td>
<td>BCFN-2700</td>
<td>-2.25</td>
<td>2.25</td>
</tr>
<tr>
<td>LNA2</td>
<td>Hittite</td>
<td>HMC667LP2</td>
<td>18</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Figure 2.17: Measured performance of the 2.7 GHz receiver vs. RF input over frequency and power. The output voltage vs. input power at 2.64 GHz (a) demonstrates an output voltage of 15.1 $\mu$V for an input power of -96 dBm. The narrowband (b) and broadband (c) frequency response is shown for an input power of -80 dBm.

The final part to design for the 2.7 GHz system is the probe or transducer. The same design procedure for the 1.4 GHz probe was used for the 2.7 GHz probe. A folded dipole with a microstrip tapered balun was designed to be matched to a 50 $\Omega$ system. The microstrip tapered balun and folded dipole structure was designed and simulated in Ansys HFSS on a Rogers 4350B ($\epsilon_r = 3.66$) 30 mil thick substrate. The length of the balun was $\lambda_g/2$ at 2.7 GHz transitioning from microstrip on the unbalanced end (towards the receiver) to balanced stripline on the end that connects to the dipole. The width of the bottom conductor on the
unbalanced or microstrip end was truncated at 5 board thicknesses away from the top conductor trace. The bottom conductor was exponentially tapered, while the top conductor was linearly tapered. The antenna and feed are composed of two pieces of substrate that are orthogonal to one another. To connect the dipole to the balun, a hole was drilled in the antenna portion of the substrate, while a notch was made in the balun such that the two conductors in the balanced stripline could pass through the hole in the antenna substrate and be soldered to the dipole. To increase the impedance of the dipole, a folded dipole design was used. The spacing of the folds and width of the traces were optimized to achieve an impedance match to a 50 Ω when fed with the balun.

The probe was simulated on a water half-space that was λ₀/4 away from any radiating edge in extent, and the temperature of the water was assumed to be 21°C. The dielectric properties of the water were estimated using the Debye model from [44]. A photo of the manufactured probe is shown in Fig. 2.18a. To measure the probe, the water half-space was approximated by using a plastic container with water that had an approximate depth of 10 cm (≈ 0.9λ₀). The reflection coefficient was measured using a Network Analyzer. The measured and simulated reflection coefficients are shown in Fig. 2.18b demonstrating a return loss greater than 17 dB in the band of interest.

![Figure 2.18: 2.7 GHz probe with a microstrip tapered balun feed (a), and its measured and simulated reflection coefficients (b).](image)

The probe weighting functions were also determined in the same manner as described for the 1.4 GHz
probe. Table 2.6 summarizes the upper half-space \((W_u)\), feed \((W_f)\), and lower half-space \((W_l)\) weighting functions at 2.7 GHz. It is important to note, that these weighting functions are specific to the probe and water half-space that it is in contact with. The power dissipation is a function of the complex permittivity of the water and the physical dimensions of the probe. The 2.7 GHz probe receives 93.5% of its total power from the water half-space.

<table>
<thead>
<tr>
<th>Upper ((W_u))</th>
<th>Feed ((W_f))</th>
<th>Lower ((W_l))</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>0.055</td>
<td>0.935</td>
</tr>
</tbody>
</table>

Similar to the 1.4 GHz radiometer, the Allan deviation of the 2.7 GHz radiometer was determined by placing the probe on water in a plastic container. The entire measurement setup was done in an anechoic chamber to ensure there is no outside interference. The depth of the water was approximately 10 cm deep. A 60 minute measurement was taken. The radiometer was constantly calibrated every second with equal dwell time on the hot standard, cold standard, and the antenna (0.333 s). The Allan deviation was calculated using (2.13). The measurements are summarized in Fig. 2.19. The room temperature \(T_{rm}\) (ambient temperature of the calibration load) and water temperature were measured using a temperature data logger (TC-08) from Pico Technology and the measurements are shown in Fig. 2.19a. The initial estimate of the receiver noise figure from data provided by the manufacturer results in a receiver temperature of 283 K, while the measured receiver temperature was 303 K as shown in Fig. 2.19b. The antenna temperature \(T_A\) is shown in Fig. 2.19c, and demonstrates an error of 3.6 K between the measured antenna temperature and the thermocouple measurement. The Allan deviation is shown in Fig. 2.19d demonstrating an improvement in the variance of the output for integration times up to 200 seconds.

### 2.5 Multi-frequency Probe Designs

While for the scope of this thesis temperature estimates will be done with a water phantom, it is necessary to demonstrate that hardware can be designed for the actual application of non-invasive medical radiometry. A few examples of probes were shown in Section 1.4.2, however, these designs were either bulky, or designed only
Figure 2.19: 2.7 GHz receiver measurements on a constant temperature water bath. The water temperature $T_t$ and room temperature $T_{rm}$ were measured with a thermocouple (a). The calibrated receiver temperature (b) is 288.8 K, and the calibrated antenna temperature (c) demonstrates good agreement between the radiometer and thermocouple measurements. The receiver stability (d) demonstrates an Allan deviation less than 0.4 K for integration times of one second or greater.

for a single frequency. Multiple frequencies must be used to differentiate temperature received from various depths within the tissues. An additional challenge is that the probes must be receiving power from the same parts of the tissues, or at least in a manner that ensures the model is still valid. This model assumption is that the tissues are a stack of homogeneous tissue layers that are infinite in extent in the transverse direction with uniform temperature in the transverse direction. For this assumption to be valid, the probes must be collocated and the power must be dissipate in a narrow field of view within the tissues. To view how power is dissipated within the tissues, the specific absorption rate (SAR) will be calculated at various depths in the tissues. The SAR is defined as

$$\text{SAR} = \frac{\sigma |E|^2}{2 \rho} \quad \text{[W/kg]},$$

(2.17)
where $\sigma$ is the effective conductivity, and $\rho$ is the mass density. The design requirements are thus two-fold: impedance matched and collocated power dissipation pattern.

**Dual Frequency Sternum Probe**

The first multi-frequency probe design is a dual frequency probe designed for 400 MHz and 1.4 GHz matched on the human sternum. The tissue stack was 1.2 mm skin/ 4 mm fat/ 2 mm cortical bone/ 7 mm cancellous bone / 2 mm cortical bone/ heart. The frequency dependent dielectric properties of the tissues were downloaded from [28]. The probe was simulated in Ansys HFSS to determine the input impedance and power dissipation pattern. The high frequency probe is nested in the low frequency probe as shown in Fig. 2.20 to ensure power dissipation patterns are collocated. The probe was printed on Rogers 3010 ($\epsilon_r = 10$) 25 mil board material, which is somewhat flexible.

The probe was measured *in vivo* on the human sternum with the author serving as a volunteer. The measured results show good agreement with simulation maintaining a return loss greater than 20 dB for each probe at their respective design frequencies as demonstrated in Fig. 2.21. The measured isolation is also shown in Fig. 2.21 demonstrating an isolation of better than 20 dB.

The SAR was determined at the interface between the heart and cortical bone. Fig. 2.22 shows the SAR normalized to the peak value at that layer in the tissues. It can be seen for both probes that the maximum is located underneath the footprint of the probe.
A second probe design was made to be placed on the human abdomen assuming a 1-mm thick skin layer, 2-mm thick fat layer, and infinitely thick muscle layer. The three frequencies used were the 1.4, 2.7, and 4.9 GHz bands. The probe design is shown in Fig. 2.23. The probes are designed to be as collocated as possible so that their power dissipation patterns coincide spatially in the tissue stack. For this reason the two lower frequency probes are bent as shown in the photograph. The probes are made on a Rogers RO-4350B 0.762-mm thick substrate with $\varepsilon_r=3.66$, and each dipole is fed with a microstrip tapered balun.
Figure 2.21: Measured performance of the 400 MHz (a) and 1.4 GHz (b) probes, along with the isolation (c) between the probes.

Figure 2.22: SAR for the 400 MHz (a) and 1.4 GHz (b) probes at the hear-cortical bone interface. Each plot is normalized to the peak value at that layer in the tissues as shown by the scale in (b).

The dipoles are measured in vivo on the abdomen with the author serving as a volunteer. The measured results for the three probes are shown in Fig. 2.24 demonstrating a match better than -15 dB for each probe at the respective design frequencies. The measured results are compared to HFSS simulations in Fig. 2.24, and agree well over the entire frequency range from 0.5 to 7 GHz.

The simulated normalized weighting functions are shown in Table 2.7. In each case, over 50% of the power
Figure 2.23: Three frequency probe with balun feed network. The overall dimensions of the probe are 30 mm \( \times \) 30 mm neglecting the balun.

Figure 2.24: Comparison of measured input match to HFSS simulations for the (a) 1.4 GHz, (b) 2.7 GHz, and (c) 4.9 GHz probes.

accepted into the probe is dissipated in the 1-mm thick skin layer. The lowest frequency probe dissipates the most power in the muscle. Less than 10\% of the power is dissipated in the fat layer, and this percentage decreases with increasing frequency in this particular case.
Table 2.7: Normalized weighting functions for the three frequency probe on a three layer medium of skin (1 mm), fat (2 mm), and muscle.

<table>
<thead>
<tr>
<th>f [GHz]</th>
<th>Skin</th>
<th>Fat</th>
<th>Muscle</th>
<th>Feed</th>
<th>Radiated</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.4</td>
<td>0.511</td>
<td>0.071</td>
<td>0.388</td>
<td>0.013</td>
<td>0.017</td>
</tr>
<tr>
<td>2.7</td>
<td>0.550</td>
<td>0.058</td>
<td>0.350</td>
<td>0.022</td>
<td>0.020</td>
</tr>
<tr>
<td>4.9</td>
<td>0.602</td>
<td>0.049</td>
<td>0.276</td>
<td>0.040</td>
<td>0.033</td>
</tr>
</tbody>
</table>

In addition to calculating the dissipated power, the SAR is shown at three depths in the tissues for each probe in Fig. 2.25. Each individual SAR plot is normalized to the peak value (red). It can be seen from the SAR plots close to the surface that the maximum occurs directly below the feed. Further into the tissues, however, the maximum begins to occur in the center of the entire probe footprint.

Figure 2.25: SAR at various depths in the tissues for each of the three probes. Each individual SAR plot is normalized to the peak value as demonstrated by the scale. It can be seen from the SAR plots close to the surface that the maximum occurs directly below the feed. Further into the tissues, however, the maximum begins to occur in the center of the entire probe footprint.
2.6 Conclusion

This chapter has presented the necessary receiver architectures and relevant design equations for designing a radiometer for non-invasive microwave thermography. To address the problem of operation in a congested RF environment, narrow frequency bands allocated for remote sensing and radio astronomy were utilized. Two radiometers were presented and their performance characterized. In addition, probes for use with a water phantom were shown. Additional multi-frequency probes for medical applications were characterized and their measured and simulated performance compared.
Chapter 3

MMIC Circuits for Radiometers
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3.1 **Introduction**

Design of a microwave radiometer capable of being a wearable device requires miniaturization of circuit elements. A path for integration must be presented with the ultimate goal being the development of a compact system on chip (SoC). There has been increased interest for integrating multiple components on a single chip. The feasibility of developing SoC radiometer components at 13 GHz for monitoring emergency operators [68] and other optically masked targets such as forest fire detection [69] has been investigated. The studies presented simulations of the following radiometer components in a 90 nm CMOS process: LNA, mixer, IF amplifier, and square-law detector. The IF section of the radiometer was developed in a 90 nm CMOS process demonstrating a gain, noise figure, and bandwidth of 45 dB, 10 dB, and 58 MHz respectively while occupying an area of 1 mm². Additionally, integration of MMIC technology to reduce the overall size and weight while maintaining performance has been demonstrated for a K-band tropospheric water vapor profiling radiometer [70].

This chapter presents two new circuit elements that could aid in the design of a radiometer on a single chip. The first circuit combines two circuit elements (a variable attenuator and a fixed directional coupler) of a balanced Dicke radiometer into one MMIC tunable coupler made in a 0.5 µm TriQuint gallium arsenide (GaAs) process. The second part of this chapter presents a 0.5 µm GaAs MMIC calibration standard capable of achieving cold equivalent temperatures when the physical temperature of the device is at ambient temperature. Such a device minimizes the need for a bulky cryogenic load. The noise source section also presents a design procedure to achieve a minimum equivalent noise temperature.

3.2 **Tunable MMIC Coupler**

A balanced Dicke radiometer seen in Fig. 3.1, is an appropriate architecture for these applications, and a conventional approach uses a variable attenuator and fixed directional coupler. Alternatively, a MMIC variable coupler can replace these two components highlighted in Fig. 3.1, thus making the wearable radiometer more compact. Additional applications include tunable impedance transformers [71].

Couplers with tunable coupling ratios have been presented in [71–77], with a thorough comparison of
variable directional couplers presented in [75]. In this section, the simplified coupler model analysis is first presented using even and odd mode analysis. Next, the analysis is applied to a 0.5 µm TriQuint GaAs process, and the measured coupler performance is presented and compared to simulation. Finally, a two-tone linearity measurement is presented to further characterize the device performance for various applications.

3.2.1 Tunable Coupler Analysis

Consider the simplified directional coupler circuit with ideal variable capacitors shown in Fig. 3.2a. The even and odd mode circuits are shown in Figs. 3.2b and 3.2c respectively.

To find the even and odd mode transmission and reflection coefficient, the two port transmission matrix or ABCD matrix [53] is defined

$$
\begin{bmatrix}
V_1 \\
I_1
\end{bmatrix} =
\begin{bmatrix}
A & B \\
C & D
\end{bmatrix}
\begin{bmatrix}
V_2 \\
I_2
\end{bmatrix}.
$$

(3.1)

The corresponding ABCD matrix for the even mode excitation is

$$
\begin{bmatrix}
A & B \\
C & D
\end{bmatrix}_e =
\begin{bmatrix}
0 & jZ_0\sqrt{2} \\
j/Z_0\sqrt{2} & 0
\end{bmatrix}
\begin{bmatrix}
0 & jZ_0\sqrt{2} \\
j/Z_0\sqrt{2} & 0
\end{bmatrix} =
\begin{bmatrix}
-1 & 0 \\
0 & -1
\end{bmatrix},
$$

(3.2)
The reflection and transmission coefficients can then be found from Table 4.2 of [53]

\[
\Gamma = \frac{A + B/Z_0 - CZ_0 - D}{A + B/Z_0 + CZ_0 + D} \\
T = \frac{2}{A + B/Z_0 + CZ_0 + D}.
\]

Substituting (3.2) and (3.3) into (3.4) and (3.5) yields the even mode reflection and transmission coefficients
given by

\[ \Gamma_e = 0, \quad T_e = -1, \]  

(3.6)

and the odd mode reflection and transmission coefficients given by

\[ \Gamma_o = \frac{-B^3Z_0^3}{B^3Z_0^3 - j2B^2Z_0^2 - 2BZ_0 + j}, \]  

(3.7)

\[ T_o = \frac{-j}{B^3Z_0^3 - j2B^2Z_0^2 - 2BZ_0 + j}, \]  

(3.8)

where \( B = 4\pi fC \). The four port scattering parameters are now found from the even and odd mode transmission and reflection coefficients. Using even and odd mode analysis, if port 1 is driven the emerging wave \( B_n \) seen at the \( n \)th port is defined as

\[ B_1 = \frac{1}{2}\Gamma_e + \frac{1}{2}\Gamma_o \]  

(3.9)

\[ B_2 = \frac{1}{2}T_e + \frac{1}{2}T_o \]  

(3.10)

\[ B_3 = \frac{1}{2}T_e - \frac{1}{2}T_o \]  

(3.11)

\[ B_4 = \frac{1}{2}\Gamma_e - \frac{1}{2}\Gamma_o. \]  

(3.12)

If restrictions are imposed that the coupler be matched and isolated, the following conditions must be met

\[ S_{11} = \frac{1}{2}\Gamma_o = 0 \]  

(3.13)

\[ S_{41} = -\frac{1}{2}\Gamma_o = 0. \]  

(3.14)

This implies \( B = 0 \) and \( T_o = -1 \), however, this trivial solution does not allow for tuning the coupling given by

\[ S_{21} = \frac{1}{2}(T_o - 1) = -1 \]  

(3.15)

\[ S_{31} = -\frac{1}{2}(T_o + 1) = 0 \]  

(3.16)

The zero of the odd mode reflection coefficient from the match and isolation requirement is of third order. Therefore, the even mode reflection coefficient can be approximated by a Taylor series expansion about \( B = 0 \) to second order and still satisfy the match and isolation condition approximated by

\[ S_{11} = -S_{41} \approx \frac{1}{2} \left( \Gamma_o(0) + BT_o'(0) + \frac{B^2}{2}\Gamma_o''(0) \right) = 0. \]  

(3.17)
Next, the odd mode transmission coefficient is also expanded in a Taylor series about \( B = 0 \) to second order. Applying this approximation to the through and coupled port yields

\[
S_{21} \approx \frac{1}{2} \left( -1 + T_o(0) + BT_o'(0) + \frac{B^2}{2} T_o''(0) \right) = -1 + jBZ_0 + B^2Z_0^2 \tag{3.18}
\]

\[
S_{31} \approx -\frac{1}{2} \left( 1 + T_o(0) + BT_o'(0) + \frac{B^2}{2} T_o''(0) \right) = -jBZ_0 - B^2Z_0^2, \tag{3.19}
\]

which results in a dependence on \( B \) with the requirement that \( B \) is small. Finally, the phase difference from the coupled port to the through port is given by the following approximation

\[
\arg(S_{21}) = \tan^{-1} \left( \frac{BZ_0}{B^2Z_0^2 - 1} \right) \approx \tan^{-1} (-BZ_0) \tag{3.20}
\]

\[
\arg(S_{31}) - \arg(S_{21}) = \tan^{-1} \left( \frac{1}{BZ_0} \right) - \tan^{-1} (-BZ_0)
= \frac{\pi}{2}. \tag{3.21}
\]

Equation (3.17) demonstrates the coupler is matched and isolated while the coupled and through ports are dependent on \( B \) and thus can be varied if \( B \) can be varied. Additionally, the phase difference between the coupled and through ports is \( 90^\circ \). These conditions are valid for \( B \) close to zero.

**Tunable Coupling Coefficient**

Solving (3.19) for \( B \) and using \( C = B/4\pi f \) gives two solutions for \( C \) as a function of the magnitude of coupling, the positive solution is chosen for a capacitance

\[
C = \sqrt{\frac{2}{8\pi f Z_0}} \left( \sqrt{\frac{4|S_{31}|^2 + 1}{1}} - 1 \right). \tag{3.22}
\]

Using (3.22) for a desired tuning range of \( |S_{31}| \) between -40 and -5 dB corresponds to \( C = 8 - 400 \) fF respectively. The accuracy of making an approximation based on a Taylor series expansion to second order is shown in Fig. 3.3. The approximation is within 0.01 dB for small values of \( C \) and is within 1 dB of the exact value for \( |S_{31}| \). With an estimation on what value of \( C \) will result in the desired tuning range for
Figure 3.3: Comparison of $|S_{21}|$ and $|S_{31}|$ vs. tuning capacitance $C$ at 2 GHz for both the exact solution (solid line) and the solution based on the Taylor series approximation (dashed line).

Figure 3.4: Simulated results for $S_{11}$ and $S_{31}$ for the tunable coupler demonstrating a tuning range of 34 dB on $S_{31}$ while maintaining a return loss of greater than 24 dB at 2 GHz.

Figure 3.5: Simulated results for $S_{21}$ and $S_{41}$ for the tunable coupler. The insertion loss varies from 0.75 dB to 0 dB while the isolation is better than 23 dB.
the coupled port, the full four-port scattering parameters for the tunable coupler can be determined. The ideal tunable coupler was analyzed over a frequency range of 1.5 to 2.5GHz for $C = 8\, \text{fF}$ and $C = 400\, \text{fF}$.

Fig. 3.4 demonstrates a coupling coefficient from -6dB to -40dB for a capacitance from 400fF to 8fF, while maintaining a return loss greater than 24dB at 2GHz.

3.2.2 MMIC Coupler Implementation and Measured Scattering Parameters

The proposed MMIC tunable directional coupler schematic is shown in Fig. 3.6. Due to size constraints the $\lambda/4$ transmission lines are implemented using $\pi$-equivalent networks as seen in Fig. 3.7 with $C_\pi$ and $L_\pi$ to synthesize a 70.71 $\Omega$ $\lambda/4$ line at 2GHz. The values for the $\pi$-equivalent circuit are

$$C_\pi = \frac{1}{\omega_0 Z_0}$$

$$L_\pi = \frac{Z_0}{\omega_0}.$$  

The variable capacitance is obtained by applying a varying bias to three depletion mode Schottky diodes ($D_{\text{var}}$). To reduce circuit size, on-chip bias tees were realized using an inductor and a shunt capacitor. The bias network is simplified by applying the same bias to each of the three Schottky diodes so only two DC bias lines are needed. There are four DC blocking capacitors on each port to block the DC bias from the output. This simplified bias network aids in reducing the overall size and complexity of the circuit. The tunable directional coupler was fabricated in a 0.5 $\mu$m GaAs commercial (TQS TQPED pHEMT) process. A

![Figure 3.6: Tunable directional coupler topology.](image-url)
The MMIC tunable directional coupler was characterized by doing three separate measurements on a two-port network analyzer. The die was probed using 150 μm pitch probes with an SOLT calibration using an impedance standard substrate (ISS). The four port tunable coupler was characterized with an assumption of symmetry. The fourth or isolated port was terminated on-chip with a 50 Ω resistor, the coupler was then characterized by taking three separate two port measurements with the third port terminated with a load connected to an RF probe. Three measurements were done to characterize the through port (|S<sub>21</sub>|), coupling coefficient (|S<sub>31</sub>|), and isolation (|S<sub>41</sub>|). Figs. 3.9 to 3.11 shows the coupling, input match, and isolation across frequency over the bias voltage range of 0 to -1.2 V with the following conclusions of its performance at 2 GHz:
- the coupling coefficient varies from 6.6 dB to 60 dB, corresponding to a dynamic range of 53.4 dB,
- the input match of the coupler is better than 12 dB for all bias points, improving to better than 20 dB for large coupling coefficients,
- the isolation ranges from 17 dB to 40 dB as the bias decreases.

To demonstrate the performance versus the diode bias, the scattering parameters are plotted versus bias at 2 GHz as seen in Fig. 3.12.

Figure 3.9: Measured S-Parameters for the coupled port demonstrating a tuning range of -6.6 dB to -60 dB at 2 GHz for $|S_{31}|$. The depletion mode diode was reverse biased so the coupling varies by decreasing the bias voltage from 0 V to -1.2 V.

Figure 3.10: Measured input return loss for the tunable coupler demonstrating better than 12 dB return loss for all bias conditions at 2 GHz. The return loss improves to better than 20 dB over a wide coupling coefficient tuning range from 18 dB to 41 dB.
Figure 3.11: Measured isolation greater than 17 dB for all bias conditions. The isolation of the coupler improves to 40 dB with decreasing bias.

Figure 3.12: Measured tunable coupler scattering parameters at 2 GHz vs. DC bias from 0 V to -1.6 V.

3.2.3 Comparison to Simulation

The measured results are compared to simulation at two separate bias points (0 V, and -0.8 V) in Fig. 3.13. The simulated data is determined in AWR Microwave Office from a combination of linear circuit models, 3D planar Method of Moments solver AXIEM, and non-linear circuit models. The DC blocking capacitor, $\pi$-equivalent 90° network, and bias line were simulated using AXIEM. These networks were then connected together using linear circuit models for short microstrip lines and tee junctions. Finally the diode was modeled with a non-linear model from TriQuint. The input match shown in Fig. 3.13a demonstrates simulation and measurement are within approximately 5 dB across the frequency range of 1 to 3 GHz. The through port shown in Fig. 3.13b is within 1 dB across the frequency range for the two bias points, and the coupled port is
within 2.5 dB as seen in Fig. 3.13c. Finally, the isolated port shown in Fig. 3.13d demonstrates a discrepancy between measured and simulated of 20 dB. However, the difference between -30 dB and -50 dB is a difference of 0.03.

Figure 3.13: Comparison of measured (solid line) to simulated (dashed line) scattering parameters of the MMIC tunable coupler at two different bias points: 0 V (blue) and -0.8 V (red).
3.2.4 Linearity Measurement

A two-tone measurement was performed to characterize the linearity of the MMIC tunable directional coupler. The linearity measurement performed on the coupled path, while the isolated port was terminated on chip and the through port was terminated with a load connected to an RF GSG probe landed on the MMIC. Fig. 3.14 shows the measurement setup.

Two tones spaced 1 MHz apart were injected into the coupler via RF probes. The tones were given by

\[ f_1 = 1.9995 \text{ [GHz]} \]  
\[ f_2 = 2.0005 \text{ [GHz]} \]  

The third order products are given by

\[ 2f_2 - f_1 \]  
\[ 2f_1 - f_2. \]

The IMD$_3$ is the ratio of the power of the third order product to the fundamental given in dBc as

\[ \text{IMD}_3 = P_{o3} - P_o \text{ [dBc]}, \]

where $P_o$ and $P_{o3}$ are the power level at the output for the fundamental tone and third order product respectively. Using the IMD$_3$, the output third-order intercept point can be calculated by

\[ \text{OIP}_3 = P_o - \frac{\text{IMD}_3}{2} = \frac{1}{2}(3P_o - P_{o3}) \text{ [dBm]}, \]

The input third-order intercept point is defined as

\[ \text{IIP}_3 = \text{OIP}_3 - G \text{ [dBm]}, \]
where $G$ is the gain of the device under test. The linearity measurements are shown in Fig. 3.15 for four different DC bias points (0 V, -0.6 V, -0.7 V, and -0.8 V). It can be seen from Fig. 3.15a that the 1 dB compression point is a function of DC bias, and for larger coupling coefficients the compression happens at a lower input power level. By inspection of Fig. 3.15b the IMD3 products are much lower for smaller coupling coefficients (more power through coupled port). Finally, Figs. 3.15c and 3.15d show both the output and input third-order intercept points. The intercept points are higher for smaller coupling coefficients.

![Graphs](image_url)

Figure 3.15: Linearity measurements for the MMIC tunable directional coupler. The different traces correspond to: Blue (0 V), Red (-0.6 V), Green (-0.7 V), Orange (-0.8 V).

### 3.2.5 Comparison to Other Work

The performance of the tunable coupler is summarized and compared to other published couplers in Table 3.1. The comparison includes two hybrid couplers [71,72], two other MMIC CMOS couplers [75,76], and a MEMS coupler [77]. The coupler from this work presents the largest dynamic range.
Table 3.1: Comparison of the tunable coupler from this work to others presented in the literature.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Technology</td>
<td>Hybrid</td>
<td>Hybrid</td>
<td>0.13 µm CMOS</td>
<td>130 nm CMOS</td>
<td>MEMS</td>
<td>0.5 µm GaAs</td>
</tr>
<tr>
<td>Frequency [GHz]</td>
<td>4.5</td>
<td>2</td>
<td>2.1⇒3.1</td>
<td>6.7</td>
<td>14</td>
<td>2</td>
</tr>
<tr>
<td>Coupling Range [dB]</td>
<td>4⇒20</td>
<td>6⇒10</td>
<td>1.4⇒7</td>
<td>-3⇒6</td>
<td>11.31⇒18.57</td>
<td>6.6⇒60</td>
</tr>
<tr>
<td>Input Return Loss [dB]</td>
<td>13⇒19</td>
<td>16.5⇒17.5</td>
<td>12.6⇒32</td>
<td>&gt;19</td>
<td>16⇒18</td>
<td>12⇒22</td>
</tr>
<tr>
<td>Isolation [dB]</td>
<td>19⇒49</td>
<td>16⇒35.4</td>
<td>41⇒51</td>
<td>15⇒24</td>
<td>48⇒57</td>
<td>17⇒40</td>
</tr>
<tr>
<td>Through Port [dB]</td>
<td>-0.15⇒-0.5</td>
<td>-</td>
<td>-</td>
<td>&gt;-1.2</td>
<td>-2⇒-3</td>
<td>-3.6⇒-1.7</td>
</tr>
<tr>
<td>Power Consumption [mW]</td>
<td>0</td>
<td>0</td>
<td>208</td>
<td>1⇒22</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Size [mm²]</td>
<td>12×12⁵</td>
<td>14.8×2.3</td>
<td>0.73×0.6</td>
<td>0.47×0.25</td>
<td>1.71×1.29</td>
<td>2.2×1.4</td>
</tr>
</tbody>
</table>

a This paper presented two concepts, here concept two from Table II of [77] is compared. Additionally, performance is specified based on its performance at 14 GHz not across the bandwidth from 10-18 GHz.

b The values represent the performance at 2 GHz.

c From [75] estimated for λ/4 × λ/4 for an ε = 2.2 substrate.
3.3 An Active MMIC Cold Noise Source

This section presents an active noise source developed for a compact 1.4 GHz radiometer. Radiometers are calibrated by switching the receiver from the antenna to a load of a known temperature [1]. The calibration is demonstrated in Fig. 3.16, showing a block diagram of a two-load radiometer with hot and cold calibration standards. Cold standards are often cooled absorber loads, which tend to be large. An avalanche diode may be used as a more compact noise source. However, avalanche diodes result in a very high equivalent noise temperature, and are generally used as a hot calibration standards. A cold equivalent noise temperature can be achieved by using an active cold load (ACL), which is represented by the cold standard $T_c$ highlighted in Fig. 3.16. An ACL noise source using a MESFET device demonstrated a temperature of 48 K at 1.4 GHz [79]. Other hybrid designs have been done utilizing GaAs and InP FETs [80] and SiGe HBT [81]. MMIC designs of active cold loads from 2 GHz to 26 GHz are presented in [82]. In addition to presenting designs that achieve a cold equivalent noise temperature, the stability of ACLs has also been investigated. Long term drift of two X-band ACLs ranging in absolute temperature from 55 K to 77 K was estimated to be 1.5 K/year [83]. An 18 GHz ACL with an equivalent noise temperature of 126 K demonstrated a measured drift of 2 K/year [84]. Finally, intermediate term stability has been measured for an 83 K L-band ACL demonstrating a drift of 1.1 mK/day [85]. Although hybrid designs have been done below 2 GHz, to the author’s knowledge no MMIC designs have been presented at these frequencies.

![Figure 3.16: Two-load radiometer with hot $T_h$ and cold $T_c$ standards. The highlighted portion could be an ACL in which $T_c$ would be colder than its physical temperature.](image-url)
3.3.1 Noise Source Model

The theory presented in [86] gives an expression for the output noise power seen at the input of the transistor and is given here for completeness. The incident noise temperature at plane 1 of Fig. 3.17 can be expressed as

\[
T_{s,1} = T_b + \left( (T_1 (1 - |\Gamma_S|^2) + T_a) G_{21} |\Gamma_L|^2 \right)
\]

\[
+ T_2 (1 - |\Gamma_L|^2) \right] G_{12} \text{ [K]},
\]

(3.32)

where \( T_2 \) is the temperature of the termination and \( T_1 \) is the temperature of the system connected to the input of the transistor. \( G_{12} \) and \( G_{21} \) are power gains calculated from the \( S \)-parameters of the transistor. The alternate noise parameters \( T_a \) and \( T_b \) are given by [86]

\[
T_a = T_e(\text{min}) + \frac{T_k |\Gamma'_\text{opt}|^2}{1 - |\Gamma'_\text{opt}|^2} \text{ [K]} \quad (3.33)
\]

\[
T_b = \frac{T_k}{1 - |\Gamma'_\text{opt}|^2} - T_e(\text{min}) \text{ [K]},
\]

(3.34)

where \( T_e(\text{min}) = T_0(F_{\text{min}} - 1) \) and \( T_k = 4T_0R_nG_\text{opt} \) where \( R_n \) is the equivalent noise resistance and \( G_\text{opt} \) is the optimum noise conductance for the transistor. \( \Gamma'_\text{opt} \) for an unmatched load is related to \( \Gamma_\text{opt} \) by

\[
\Gamma'_\text{opt} = \frac{\Gamma'_\text{in} - \Gamma_\text{opt}}{\Gamma_\text{opt}\Gamma'_\text{in} - 1}.
\]

(3.35)

The input and output matching/bias networks as seen in Fig. 3.18 must be designed to transform source and load impedances to present the necessary \( \Gamma_S \) and \( \Gamma_L \) to the device. The noise power \( T_{s,1} \) incident on plane 1 given in (3.32) will be minimized by appropriate circuit design. To minimize \( T_{s,1} \), first the optimum noise
match condition is utilized by designing an input matching network such that \( \Gamma_S = \Gamma_{\text{opt}} \). The input power match condition is satisfied then by \( \Gamma_{\text{in}} = \Gamma_{\text{opt}}^* \). To achieve the input power match condition the reflection coefficient at the output of the transistor must be

\[
\Gamma_L = \frac{\Gamma_{\text{opt}}^* - S_{11}}{S_{12}S_{21} + S_{22} (\Gamma_{\text{opt}}^* - S_{11})}
\]  

(3.36)

The input power match condition will result in \( \Gamma_{\text{opt}}' = 0 \) which can be used to simplify (3.32) to

\[
T_{s,1} = T_k - T_{e(\text{min})} + \left[ (T_1 (1 - |\Gamma_S|^2) + T_{e(\text{min})}) G_{21} |\Gamma_L|^2 \right]
\]

\[
+ T_2 (1 - |\Gamma_L|^2) \right] G_{12}. \]

(3.37)

The simplified expression is minimized with respect to \( |\Gamma_L| \) by solving \( \partial T_{s,1}/\partial |\Gamma_L| = 0 \) where

\[
\frac{\partial T_{s,1}}{\partial |\Gamma_L|} = 2 \left[ (T_1 (1 - |\Gamma_S|^2) + T_{e(\text{min})}) G_{21} + T_2 \right] G_{12} |\Gamma_L| \]

(3.38)

Therefore, minimizing \( T_{s,1} \) under the conditions of optimum noise match and input power match is done by minimizing \( |\Gamma_L| \). The minimum will occur as \( |\Gamma_L| \to 0 \). Under this condition, the reflection coefficient looking into the transistor is \( \Gamma_{\text{in}} = S_{11} \). When \( \Gamma_L = 0 \) the input power match condition dictates that \( \Gamma_{\text{opt}} = S_{11}^* \).

This can be satisfied by altering the \( S \)-parameters of the device which can be done by changing the bias point or varying the source inductance. Therefore the minimum achievable temperature \( T_{s,1(\text{min})} \) is

\[
T_{s,1(\text{min})} = T_k - T_{e(\text{min})} + T_2 G_{12}, \]

(3.39)

demonstrating the minimum depends on the device noise parameters, the load temperature \( T_2 \) and \( G_{12} \) of the device. It must be noted, however, that in the actual implementation the loss in the input network will also contribute to the noise temperature.
3.3.2 Minimized $T_{s,1}$ Example

To demonstrate $T_{s,1}$ is minimized when the input power match condition requirement on $|\Gamma_L| \rightarrow 0$, two separate bias points were considered for a TriQuint 0.5 $\mu$m GaAs pHEMT device. Simulations were carried out using AWR Microwave Office and the device was modeled with TriQuint’s nonlinear TOM3 model. A 300 $\mu$m gate periphery TriQuint device was biased at two different gate bias points ($V_{GS} = 0.5$ V, $V_{GS} = 0.788$ V) while the drain was biased at $V_{DS} = 1.7$ V. An ideal inductor was placed on the source of the transistor and its inductance was varied. The device, source, and load temperatures are assumed to be at 298K. The input is assumed to be matched to $\Gamma_{opt}$ and the output reflection coefficient is given in (3.36) to achieve an input power match. Fig. 3.19 demonstrates a minimum in $T_{s,1}$ is achieved when the magnitude of the load reflection coefficient $\Gamma_L$ from (3.36) is minimized. For a gate bias of $V_{GS} = 0.788$ V a minimum occurs with a source inductance of 1.03 nH corresponding to $T_{s,1} = 19$ K and $|\Gamma_L| = -58.4$ dB which is approximately zero. If $|\Gamma_L| = 0$ then the following relation is true $\Gamma_{opt} \approx S_{11}^*$. If $\Gamma_L$ is not zero, a minimum in $T_{s,1}$ will still occur when $|\Gamma_L|$ is minimized. This is demonstrated in Fig. 3.19 for a gate bias of $V_{GS} = 0.5$ V and a source inductance of 1.95 nH corresponding to $T_{s,1} = 304.4$ K and $|\Gamma_L| = -13.3$ dB.

![Graph](image-url)

Figure 3.19: Simulated $T_{s,1}$ and $|\Gamma_L|$ calculated from (3.36) for a TriQuint 0.5 $\mu$m pHEMT device. The transistor was biased at 1.7 V on the drain and the ideal source inductance was varied from 0.5 nH to 3 nH for two different gate biases corresponding to 0.5 V and 0.788 V. A minimum in $T_{s,1}$ is achieved when $|\Gamma_L|$ is minimized.

The lowest value for $T_{s,1}$ was achieved for the gate bias point of $V_{GS} = 0.788$ V by varying the source inductance such that $\Gamma_{opt} \approx S_{11}^*$. The conjugate of the device input reflection coefficient $S_{11}^*$ along with
the optimum noise reflection coefficient for the two bias points vs. source inductance from 0.5 nH to 3 nH are plotted on a Smith chart shown in Fig. 3.20. It is seen that \( S_{11}^* \) and \( \Gamma_{\text{opt}} \) are approximately equal (\( S_{11}^* \approx \Gamma_{\text{opt}} \approx 0.586 + j0.224 \)) at a point corresponding to 1.03 nH which is the source inductance corresponding to a minimum in \( T_{s,1} \). If the two are equal the input to the noise source is matched and the load should be terminated in a matched load. This is not the case for a gate bias of \( V_{GS} = 0.5 \) V and therefore \( \Gamma_L \) is not zero for an input power match.

![Smith chart showing optimum noise match and conjugate of device input reflection coefficient](image)

**Figure 3.20:** The optimum noise match (\( \Gamma_{\text{opt}} \)) and conjugate of device input reflection coefficient vs. ideal source inductance ranging from 0.5 to 3 nH for two different gate bias points (\( V_{GS} = 0.5 \) V and \( V_{GS} = 0.788 \) V) with the drain biased at \( V_{DS} = 1.7 \). For the gate bias \( V_{GS} = 0.788 \) V \( S_{11}^* \) and \( \Gamma_{\text{opt}} \) are approximately equal (\( S_{11}^* \approx \Gamma_{\text{opt}} \approx 0.586 + j0.224 \)) for a source inductance of 1.03 nH. The Smith chart is normalized to 50 \( \Omega \).

### 3.3.3 GaAs MMIC Noise Source Design

To design an ACL with a minimum noise temperature the following procedure is applied:

1. Select a bias point for the transistor and determine the scattering and noise parameters for the biased transistor.

2. Calculate \( \Gamma_L \) from (3.36) and vary the source inductance to find a minimum for the calculated value of \( T_{s,1} \) and \( |\Gamma_L| \).

3. Design output matching network to meet the condition for \( \Gamma_L \) given by (3.36).

4. Design the input matching network such that \( \Gamma_S = \Gamma_{\text{opt}} \).
The design procedure can be iterated for different bias points such that a minimum in $T_s,1$ and $|\Gamma_L|$ can be attained.

To develop a compact cold calibration load for a 1.4 GHz wearable microwave radiometer system, the design procedure above was applied to a TriQuint 0.5 $\mu$m GaAs pHEMT with 300 $\mu$m gate periphery using TriQuint’s nonlinear TOM3 model biased at $V_{GS} = 0.72$ V and $V_{DS} = 1.7$ V. The source inductance was varied to achieve a minimum in $|\Gamma_L|$. An inductor was designed and simulated using the 3D planar Method of Moments solver AXIEM available in AWR Microwave Office. Once a minimum in $|\Gamma_L|$ was achieved the cold noise source could be designed by matching the input and placing bias tees at the input and output as seen in Fig. 3.21. The input network and bias tee were simulated in AXIEM. The match was achieved using a shunt capacitor and series inductor. The bias line consisted of a shunt capacitor and series inductor to achieve a 90° phase shift and an RF shorting capacitor, and finally a series capacitor was placed to block DC.

![Figure 3.21: Schematic of the active cold noise source. Additional source inductance was added such that the optimum load impedance is 50 $\Omega$ such that no output matching network is needed.](image)

Fig. 3.22 shows the source reflection coefficient, optimum noise match, and transistor $S_{11}^*$. The input network is designed as a compromise between input power match and noise match which can be seen by the markers placed at 1.4 GHz. Additionally, the reflection coefficient looking into the noise source ($\Gamma_{in}'$) is plotted to demonstrate the input match is better than 25 dB at 1.4 GHz denoted by the marker. The output was terminated in a 50 $\Omega$ bias tee.

To determine the value of $T_{s,1}$ at the output of the MMIC, (3.32) was used. After placing the simulated input and output networks on the transistor biased at $V_{GS} = 0.72$ V and $V_{DS} = 1.7$ V, the whole ACL is considered as a 2 port network characterized by its $S$-parameters and noise parameters (same as that depicted
in Fig. 3.17). These are determined in simulation by combining the AXIEM simulations with the nonlinear TOM3 model. \( T_{s,1} \) is determined assuming the source and load are terminated in the system impedance \( (\Gamma_S = \Gamma_L = 0) \). The resulting equivalent noise temperature and input match of the MMIC ACL are shown in Fig. 3.23 demonstrating a \( T_{s,1} = 70.9 \text{ K} \) with an input match of \(-27 \text{ dB}\) at 1.4 GHz. The final layout of the chip is shown in Fig. 3.24 where the dimensions of the chip are 2.5 mm \( \times \) 2.5 mm.

Figure 3.23: Simulated \( T_{s,1} \) and input match of the MMIC ACL demonstrating a \( T_{s,1} = 70.9 \text{ K} \) with an input match of \(-27 \text{ dB}\) at 1.4 GHz.
3.3.4 GaAs MMIC Noise Source Experimental Results

The MMIC shown in Fig. 3.24 was placed on a microwave substrate carrier and connected with bond wires. The board was then placed in a shielded box and the input of the cold noise source was connected to an SMA connector. The MMIC was measured at the National Institute for Standards and Technology (NIST) using an automated coaxial radiometer system (NFRad). First, the input match of the noise source was measured to correct the raw noise measurements due to mismatch. The noise source demonstrated a measured equivalent noise temperature of less than 90 K from 1.3 GHz to 1.5 GHz. Some of the temperature increase is due to parasitics from placing the MMIC on a carrier. If the packaging parasitics are accounted for along with an additional 220 pH of source inductance the simulated temperature is approximately 75 K as opposed to the original simulation without parasitics which was 71 K. The comparison between simulated and measured equivalent noise temperature and input reflection coefficient is shown in Fig. 3.25. The measured input match is better than simulation, and the temperature $T_{s,1}$ is within 6 to 15 K (8% to 17%) of simulation.

3.4 Conclusions

This chapter presented two new circuit elements that could aid in the design of a radiometer on a single chip. The first circuit design was a MMIC tunable directional coupler with 53 dB of dynamic range for the
Figure 3.25: Measured $T_{s,1}$ and reflection coefficient of the packaged MMIC noise source demonstrating an equivalent noise temperature of approximately 90 K while maintaining an input reflection coefficient of less than -50 dB at 1.4 GHz.

coupling coefficient over a voltage supply range of 1.2 V. The coupler was first analyzed with ideal elements to determine the range of capacitances necessary to achieve a desired tuning range. The chip occupies a total area of 2.2 mm $\times$ 1.4 mm. The chip was comprised of three Schottky diodes to achieve tuning and $\pi$-equivalent $\lambda/4$ transmission lines. The input match and isolation of the coupler was better than 12 db and 17 dB respectively for all bias points. The second circuit was an active could noise source. A design procedure for obtaining a minimum equivalent noise temperature of an active cold load was presented utilizing the equations given in [86]. An example was shown demonstrating a minimum in $T_{s,1}$ for two different bias points of a TriQuint 0.5 $\mu$m GaAs pHEMT device using TriQuint’s nonlinear TOM3 model. The procedure was applied to a 1.4 GHz GaAs MMIC designed for a wearable microwave radiometer for core body temperature measurement. The packaged MMIC demonstrated an equivalent noise temperature of less than 90 K from 1.3 GHz to 1.5 GHz while maintaining a return loss greater than 28 dB.
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4.1 Introduction

Of critical importance for both receiving and transmitting near-field medical applications is accurate knowledge of the power within a few wavelengths of the antenna. The dipole antenna receives thermal power radiated by the tissue layers situated in the near field, and therefore it is more appropriate to think of the dipole as
a transducer. The received power is filtered by the dipole impedance with a pre-detection bandwidth $\Delta f$, and in this Chapter we are considering a narrowband response where the fractional bandwidth (FBW) is less than four percent. The dipole feed is connected to a total power radiometer as shown in Fig. 4.1. The signal is received using a square-law detector and an integrator with an integration time $\tau$. To measure the temperature of, e.g., a portion of the muscle, it is necessary to find the portion of the power received by the antenna due to the specific heated muscle, relative to the total received thermal power. This in turn will depend on the imaginary part of the permittivity of the tissues, as well as on the thicknesses and real part of the permittivity. To this end, an improved sensing depth metric is defined, and its dependence on tissue parameters is shown. Typical values for the dielectric properties of human tissues are given in Table 4.1. The values presented in Table 4.1 are gathered from the IFAC-CNR online resource for dielectric properties of human tissues [28]. This data is generated using a four dispersion Cole-Cole model [27] that was fitted for various tissues using data from literature [25, 26]. As an example of the variability of human tissues, two sources of measured dielectric properties of human skin will be compared. The dielectric properties of skin were measured by Gabriel et al. [87] on the ventral (towards the abdomen) part of the forearm, and on various parts of the human body using the coaxial probe method by Grant et al. [88]. The data is compared in Table 4.2 at 1 GHz. Grant et al. also mentioned 95% confidence intervals of less than 0.6 for both the real and imaginary parts of the relative complex permittivity. The motivation for measuring the dielectric properties of skin at different places on the body was for the application of hyperthermia treatment. The variation in the data (up to 26% for $\epsilon_r'$ and 30% for $\tan \delta$) from one part of the body to another is most likely due to the subcutaneous tissues as the probe penetration is approximately 7 mm [88]. For the neck and abdomen, fat is located below the skin and has a low water content thus a lower $\epsilon_r'$, where as the palm is vascular and muscle is located below the skin leading to a higher $\epsilon_r'$ and a higher loss [88].

In the literature, simplified models of electromagnetic waves propagating through tissues are used that assume a plane wave with an exponentially decaying field [18, 39], or are determined by a 3-D electromagnetic simulation software. Here, a spectral domain analysis is applied to this problem of a dipole for passive near-field radiometry, and it is demonstrated that simple propagation models cannot be used to accurately predict the physical temperature through inversion of the radiometric measurements.
Figure 4.1: Dipole probe placed on the skin connected to a microwave radiometer to measure sub-surface tissue temperature. The tissues are represented by layers of complex permittivity dielectrics ($\epsilon = \epsilon' - j\epsilon''$).

Table 4.1: Dielectric properties of human tissues at microwave frequencies [25, 26, 28].

<table>
<thead>
<tr>
<th>Tissue</th>
<th>Dielectric Property</th>
<th>Frequency [GHz]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0.5</td>
</tr>
<tr>
<td>Skin</td>
<td>$\epsilon_r$</td>
<td>44.92</td>
</tr>
<tr>
<td></td>
<td>$\tan \delta$</td>
<td>0.58</td>
</tr>
<tr>
<td>Fat</td>
<td>$\epsilon_r$</td>
<td>5.54</td>
</tr>
<tr>
<td></td>
<td>$\tan \delta$</td>
<td>0.28</td>
</tr>
<tr>
<td>Muscle</td>
<td>$\epsilon_r$</td>
<td>56.45</td>
</tr>
<tr>
<td></td>
<td>$\tan \delta$</td>
<td>0.52</td>
</tr>
</tbody>
</table>

A common antenna for near-field microwave thermometry is a waveguide aperture and has widely been investigated for radiating into stratified biological tissues [24, 89, 90]. In near-field microwave radiometry for temperature measurements, multiple frequencies are used to achieve spatial resolution. The sensing depth is dictated by the frequency that achieves the deepest sensing, which is often assumed to be the lowest frequency. This assumption is accurate for plane waves propagating in a lossy medium, however, this is not always the case for near-field antennas as demonstrated by Cheever et al. [40] for small waveguide apertures. A printed dipole probe is more useful than a waveguide when size, flexibility, and cost are requirements as for a portable microwave thermometer.

Human tissues are often approximated by multi-layer planar dielectrics [24, 50, 89, 90]. It is important to note that the tissue thicknesses will vary from person to person, especially the thickness of the fat layer. This variability is a challenge that must be overcome not only for impedance matching the probe, but also for the inverse problem of determining the temperature. One method to deal with the problem of tissue variability...
Table 4.2: Dielectric properties of human skin at 1 GHz on various parts of the body [87, 88].

<table>
<thead>
<tr>
<th>Location</th>
<th>$\epsilon'$</th>
<th>tan $\delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forearm (ventral) [87]</td>
<td>44.56</td>
<td>0.41</td>
</tr>
<tr>
<td>Palm [88]</td>
<td>43.5</td>
<td>0.41</td>
</tr>
<tr>
<td>Temple (forehead) [88]</td>
<td>34.7</td>
<td>0.31</td>
</tr>
<tr>
<td>Neck (thyroid) [88]</td>
<td>30.2</td>
<td>0.28</td>
</tr>
<tr>
<td>Abdomen (liver) [88]</td>
<td>31.7</td>
<td>0.28</td>
</tr>
</tbody>
</table>

would be to have a library of probes the would be used on subjects with specific tissue thicknesses. There would be a finite set of categories in which subjects would be placed into, and a probe would be selected base on this categorization.

Previously developed spectral domain analysis methods are adapted to the case of a receiving dipole in the presence of a stratified tissue medium. Assuming the dipole is matched to a radiometer with a finite sensitivity, sensing limitations are determined as a function of frequency, tissue properties, and thickness.

The analysis of dipoles in stratified media have been investigated in the context of multi-substrate microstrip antennas and transmission lines [91, 92]. Spectral domain methods to determine the fields as a superposition of TE and TM fields have been used to investigate dipoles in stratified media [91–93] and dipoles on a lossy half-space [60]. Galejs [93, 94] and Dvorak et al. [95] utilized Hertz vector potentials to determine the fields, and are used in this paper since they are appropriate for inhomogeneous lossy dielectrics.

In the next section, the problem of a dipole in a stratified medium is defined, and the fields are determined by a spectral domain analysis. The input impedance of a dipole is determined by a variational method using an approximate current density. This enables finding the Poynting vector, used to define a sensing depth for the purpose of a medical microwave radiometer.

### 4.2 Hertz Vector Potentials for a Stratified Medium

Consider the idealized stratified medium describing tissue layers in Fig. 4.2 that consists of layers of constant-thickness complex dielectrics that are infinite in $x$ and $y$ and bounded in $z$. A current element denoted by the surface current density $\mathbf{J}_s$ is located at the interface between two layers ($i = 1$ and $i = -1$). The spectral domain Hertz vector potentials used in [93–96] will be applied to this problem. This stratified approximation
is an appropriate approximation as the dipoles will only be receiving power from a narrow field of view as demonstrated by the SAR plots in Section 2.5.

The derivation of the Hertz vector potentials follows that of [96, Chapter 1], and is presented here (with different notation) for completeness. In radiation problems consisting of layered media it is convenient to use higher order Transverse Electric (TE) and Transverse Magnetic (TM) modes rather than the fundamental Transverse Electromagnetic (TEM) mode as the fundamental mode cannot satisfy all the boundary conditions [31, pp. 269], [96, pp. 34]. The solution of the fields will be given in terms of a superposition of TE and TM (to $z$) modes. The TE to $z$ mode will have no electric field in the $z$ direction, likewise, the TM to $z$ mode will have no magnetic field in the $z$ direction. For this reason Whittaker potentials (Hertz vectors with only $z$-components) will be used. The Whittaker potentials are defined as

$$\Pi_e = a_z V, \quad \Pi_m = a_z U,$$

where the subscripts $e$ and $m$ denote the electric and magnetic Hertz potentials respectively. Since $\nabla \cdot H = 0$, $H$ can be written in terms of the curl of an arbitrary vector potential $\Pi_e$ as

$$H = j\omega \varepsilon \nabla \times \Pi_e.$$
Substituting (4.2) into Maxwell’s equation gives

$$\nabla \times E = k^2 \nabla \times \Pi_e,$$  

(4.3)

where \( k^2 = \omega^2 \mu \epsilon \). Grouping terms of (4.3) yields the following form

$$\nabla \times (E - k^2 \Pi_e) = 0.$$  

(4.4)

Noting the curl of the gradient of a scalar \( \phi_e \) is equal to zero and solving for \( E \) gives

$$E = k^2 \Pi_e + \nabla \phi_e.$$  

(4.5)

Next, taking the curl of both sides of (4.2) yields

$$\nabla \times H = \nabla \times \nabla \times (j \omega \epsilon \Pi_e).$$  

(4.6)

Applying the vector identity \( \nabla \times \nabla \times A = \nabla (\nabla \cdot A) - \nabla^2 A \) to (4.6) gives

$$\nabla \times H = j \omega \epsilon \left( \nabla (\nabla \cdot \Pi_e) - \nabla^2 \Pi_e \right).$$  

(4.7)

Also, substituting (4.5) into Ampère’s law gives

$$\nabla \times H = j \omega \epsilon E + J = j \omega \epsilon \left( k^2 \Pi_e + \nabla \phi_e \right) + J,$$  

(4.8)

for an electric current density \( J \). Substitution of the right hand side of (4.8) into the left hand side of (4.7) yields

$$\nabla (\nabla \cdot \Pi_e) - \nabla^2 \Pi_e = k^2 \Pi_e + \nabla \phi_e + \frac{J}{j \omega \epsilon}.$$  

(4.9)

The definition of a vector requires the specification of both its curl and divergence. Since both \( \nabla \cdot \Pi_e \) and \( \phi_e \) are both arbitrary, a Lorenz type gauge condition may be introduced such that \( \nabla \cdot \Pi_e = \phi_e \) which yields the homogeneous vector Helmholtz equation

$$\nabla^2 \Pi_e + k^2 \Pi_e = -\frac{J}{j \omega \epsilon}. $$  

(4.10)
Additionally, by introduction of the gauge, the electric field may be written in terms of the electric Hertz vector potential as

\[ E = \nabla(\nabla \cdot \Pi_e) + k^2 \Pi_e. \] (4.11)

The magnetic Hertz vector potential is defined in a similar manner as

\[ E = -j\omega\mu\nabla \times \Pi_m. \] (4.12)

By satisfying the Lorenz gauge, the homogeneous vector Helmholtz equation for the magnetic Hertz potential is shown in a similar manner to that of the electric potential to be

\[ \nabla^2 \Pi_m + k^2 \Pi_m = -\frac{M}{j\omega\mu}, \] (4.13)

for a magnetic current density \( M \). The magnetic field may be written in terms of the magnetic Hertz potential as

\[ H = \nabla(\nabla \cdot \Pi_m) + k^2 \Pi_m. \] (4.14)

For a general medium with both electric and magnetic current sources, the total field is a superposition of the partial fields given in (4.2), (4.11), (4.12) and (4.14) [94,95] related to the potentials by

\[ E = \nabla(\nabla \cdot \Pi_e) + k^2 \Pi_e - j\omega\mu\nabla \times \Pi_m \]

\[ H = \nabla(\nabla \cdot \Pi_m) + k^2 \Pi_m + j\omega\varepsilon\nabla \times \Pi_e. \] (4.15)

Substitution of the Whittaker potentials from (4.1) into (4.15) yields expressions for the electric and magnetic

\footnote{The notation \( M \) for the magnetic current density should not be confused with the magnetization vector which is generally denoted by \( M \) and is not used in this work.}
\begin{align*}
E_{xi} &= \frac{\partial^2 V_i}{\partial x \partial z} - j\omega \mu_i \frac{\partial U_i}{\partial y} \\
E_{yi} &= \frac{\partial^2 V_i}{\partial y \partial z} + j\omega \mu_i \frac{\partial U_i}{\partial x} \\
E_{zi} &= \left( \frac{\partial^2}{\partial z^2} + k_i^2 \right) V_i \\
H_{xi} &= \frac{\partial^2 U_i}{\partial x \partial z} + j\omega \epsilon_i \frac{\partial V_i}{\partial y} \\
H_{yi} &= \frac{\partial^2 U_i}{\partial y \partial z} - j\omega \epsilon_i \frac{\partial V_i}{\partial x} \\
H_{zi} &= \left( \frac{\partial^2}{\partial z^2} + k_i^2 \right) U_i, 
\end{align*}

where the subscript \(i\) represents the fields in the \(i\)-th layer. Additionally, \(U_i\) and \(V_i\) represent solutions to the following scalar Helmholtz equations in the \(i\)-th layer by substitution of (4.1) into (4.10) and (4.13)

\[(\nabla^2 + k_i^2) U_i = 0, \quad (\nabla^2 + k_i^2) V_i = 0.\]

Therefore, it is seen that terms containing \(U_i\) represent TE fields and those containing \(V_i\) represent TM fields.

### 4.2.1 Spectral Domain Analysis of the Hertz Potentials

To simplify the analysis and avoid spatial derivatives with respect to \(x\) and \(y\), the Fourier transform is introduced as the problem is continuous in the \(x\) and \(y\) directions. The Fourier transform of a function \(f(x, y, z)\) is defined as

\[
\tilde{f}(\alpha, \beta, z) = \frac{1}{(2\pi)^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y, z) e^{j(\alpha x + \beta y)} dx dy,
\]

and the inverse Fourier transform is

\[
f(x, y, z) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \tilde{f}(\alpha, \beta, z) e^{-j(\alpha x + \beta y)} d\alpha d\beta,
\]

which leads to the following transform pair definitions

\[
\frac{\partial f}{\partial x} \Leftrightarrow -j\alpha \tilde{f} \quad (4.20) \\
\frac{\partial f}{\partial y} \Leftrightarrow -j\beta \tilde{f}. \quad (4.21)
\]
Taking the Fourier transform of the wave equations in (4.17) yields the transform of the Helmholtz equation

\[
\left( \frac{\partial^2}{\partial z^2} - \gamma_i^2 \right) \tilde{U}_i = 0, \quad \left( \frac{\partial^2}{\partial z^2} - \gamma_i^2 \right) \tilde{V}_i = 0, \tag{4.22}
\]

where

\[
\gamma_i^2 = (\alpha^2 + \beta^2) - k_i^2. \tag{4.23}
\]

Next, the Fourier transform of the fields in (4.16) is taken yielding

\[
\tilde{E}_{xi} = -\omega \mu_i \beta \tilde{U}_i - j \alpha \frac{\partial \tilde{V}_i}{\partial z} \\
\tilde{E}_{yi} = \omega \mu_i \alpha \tilde{U}_i - j \beta \frac{\partial \tilde{V}_i}{\partial z} \\
\tilde{E}_{zi} = \left( \frac{\partial^2}{\partial z^2} + k_i^2 \right) \tilde{V}_i \\
\tilde{H}_{xi} = -j \alpha \frac{\partial \tilde{U}_i}{\partial z} + \omega \epsilon_i \beta \tilde{V}_i \\
\tilde{H}_{yi} = -j \beta \frac{\partial \tilde{U}_i}{\partial z} - \omega \epsilon_i \alpha \tilde{V}_i \\
\tilde{H}_{zi} = \left( \frac{\partial^2}{\partial z^2} + k_i^2 \right) \tilde{U}_i. \tag{4.24}
\]

The solution to the differential equation (4.22) can be expressed as a superposition of plane waves propagating in the positive and negative \( z \) directions. Therefore, the spectral domain Whittaker potentials expressed in terms of the forward and reflected waves are

\[
\tilde{U}_i = A_i \left( e^{-s \gamma_i z} + \Gamma_{ai} e^{s \gamma_i z} \right) \\
\tilde{V}_i = B_i \left( e^{-s \gamma_i z} + \Gamma_{bi} e^{s \gamma_i z} \right), \tag{4.25}
\]

where \( s = \text{sgn}(i) \). The source free boundary conditions dictate the continuity of the tangential electric and magnetic fields which will be utilized to determine the unknown amplitude constants and reflection coefficients. In the spectral domain the boundary conditions are

\[
\mathbf{a}_n \times (\tilde{\mathbf{E}}_{i+s} - \tilde{\mathbf{E}}_i) = 0 \\
\mathbf{a}_n \times (\tilde{\mathbf{H}}_{i+s} - \tilde{\mathbf{H}}_i) = 0, \tag{4.26}
\]

where \( \mathbf{a}_n = sa_s \) as seen in Fig. 4.3. In the source free region the boundary conditions at \( z_i \) for TE and TM fields are decoupled and the unknowns can be determined. The boundary conditions for the TE fields are found by substitution of (4.24) into (4.26) yielding
The unknown TE and TM amplitude coefficients are found by solving (4.29) and (4.34) for

Substituting in the transformed Whittaker potentials from (4.25)

then dividing (4.29) by (4.30) yields an expression for the TE reflection coefficient

Substituting in the transformed Whittaker potentials from (4.25)

then dividing (4.34) by (4.35) yields an expression for the TM reflection coefficient

Figure 4.3: Source free boundary between two layers where \( a_n = sa_z \).
respectively

\[
A_{i+s} = A_i \frac{\mu_i}{\mu_{i+s}} e^{s\gamma_i z_i} e^{-2s\gamma_{i+s} z_i} + \Gamma_{ai} \\
B_{i+s} = B_i \frac{\epsilon_i}{\epsilon_{i+s}} e^{s\gamma_i z_i} e^{-2s\gamma_{i+s} z_i} + \Gamma_{bi}.
\] (4.37)

(4.38)

Next, the boundary conditions at \(z = 0\) will be solved to determine the unknown amplitude coefficients \(A_1, A_{-1}, B_1\), and \(B_{-1}\). First, it is assumed that there is no magnetic current \((M = 0)\) and the surface current is from a thin sheet so current only flows in the \(x\) and \(y\) directions. The boundary conditions are

\[
a_z \times \left( \mathbf{E}_1 - \mathbf{E}_{-1} \right) = 0
\]

\[
a_z \times \left( \mathbf{H}_1 - \mathbf{H}_{-1} \right) = \mathbf{J}_s.
\] (4.39)

The continuity of the tangential electric field gives

\[
-\omega \mu_1 \beta A_1 (1 + \Gamma_{a1}) + j \alpha \gamma_1 B_1 (1 - \Gamma_{b1}) = -\omega \mu_{-1} \beta A_{-1} (1 + \Gamma_{a,-1}) + j \alpha \gamma_{-1} B_{-1} (1 - \Gamma_{b,-1}) \] (4.40)

\[
\omega \mu_1 \alpha A_1 (1 + \Gamma_{a1}) + j \beta \gamma_1 B_1 (1 - \Gamma_{b1}) = \omega \mu_{-1} \alpha A_{-1} (1 + \Gamma_{a,-1}) - j \beta \gamma_{-1} B_{-1} (1 - \Gamma_{b,-1}). \] (4.41)

Multiplying (4.40) by \(-\beta/\alpha\) and adding it to (4.41) yields a relation between \(A_1\) and \(A_{-1}\)

\[
\omega \mu_1 \frac{\beta^2}{\alpha} A_1 (1 + \Gamma_{a1}) + \omega \mu_1 \alpha A_1 (1 + \Gamma_{a1}) = \omega \mu_{-1} \frac{\beta^2}{\alpha} A_{-1} (1 + \Gamma_{a,-1}) + \omega \mu_{-1} \alpha A_{-1} (1 + \Gamma_{a,-1})
\]

\[
\left( \frac{\beta^2}{\alpha} + \alpha \right) \omega \mu_1 A_1 (1 + \Gamma_{a1}) = \left( \frac{\beta^2}{\alpha} + \alpha \right) \omega \mu_{-1} A_{-1} (1 + \Gamma_{a,-1})
\]

\[
\mu_1 A_1 (1 + \Gamma_{a1}) = -\mu_{-1} A_{-1} (1 + \Gamma_{a,-1}). \] (4.42)

Similarly, multiplying (4.40) by \(\alpha/\beta\) and adding it to (4.41) yields a relation between \(B_1\) and \(B_{-1}\)

\[
\left( \frac{\alpha^2}{\beta} + \beta \right) B_1 \gamma_1 (1 - \Gamma_{b1}) = -\left( \frac{\alpha^2}{\beta} + \beta \right) \gamma_{-1} B_{-1} (1 - \Gamma_{b,-1})
\]

\[
B_1 \gamma_1 (1 - \Gamma_{b1}) = -\gamma_{-1} B_{-1} (1 - \Gamma_{b,-1}). \] (4.43)

Applying the boundary conditions on the tangential magnetic fields yields

\[
j \alpha \gamma_1 A_1 (1 - \Gamma_{a1}) + \omega \epsilon_1 \beta B_1 (1 + \Gamma_{b1}) + j \alpha \gamma_{-1} A_{-1} (1 - \Gamma_{a,-1}) - \omega \epsilon_{-1} \beta B_{-1} (1 + \Gamma_{b,-1}) = \tilde{J}_y \] (4.44)

\[
j \beta \gamma_1 A_1 (1 - \Gamma_{a1}) - \omega \epsilon_1 \alpha B_1 (1 + \Gamma_{b1}) + j \beta \gamma_{-1} A_{-1} (1 - \Gamma_{a,-1}) + \omega \epsilon_{-1} \alpha B_{-1} (1 + \Gamma_{b,-1}) = -\tilde{J}_x. \] (4.45)
Multiplying \((4.44)\) by \(\alpha/\beta\) and adding it to \((4.45)\) yields a relation between \(A_1\) and \(A_{-1}\)

\[
\left(\frac{\alpha^2}{\beta} + \beta\right) j\gamma_1 A_1 (1 - \Gamma_{a1}) + \left(\frac{\alpha^2}{\beta} + \beta\right) j\gamma_{-1} A_{-1} (1 - \Gamma_{a,-1}) = -\beta \tilde{J}_x + \frac{\alpha}{\beta} \tilde{J}_y
\]

\[
\gamma_1 A_1 (1 - \Gamma_{a1}) + \gamma_{-1} A_{-1} (1 - \Gamma_{a,-1}) = \frac{-\beta \tilde{J}_x + \alpha \tilde{J}_y}{\beta (\alpha^2 + \beta^2)}.
\]  

(4.46)

Similarly, multiplying \((4.44)\) by \(-\beta/\alpha\) and adding it to \((4.45)\) yields a relation between \(B_1\) and \(B_{-1}\)

\[
\left(\frac{\beta^2}{\alpha} + \alpha\right) \omega\epsilon_1 B_1 (1 + \Gamma_{b1}) - \left(\frac{\beta^2}{\alpha} + \alpha\right) \omega\epsilon_{-1} B_{-1} (1 + \Gamma_{b,-1}) = \frac{\tilde{J}_x + \beta \tilde{J}_y}{\alpha}
\]

\[
\epsilon_1 B_1 (1 + \Gamma_{b1}) - \epsilon_{-1} B_{-1} (1 + \Gamma_{b,-1}) = \frac{\alpha \tilde{J}_x + \beta \tilde{J}_y}{\omega (\alpha^2 + \beta^2)}.
\]  

(4.47)

Combining \((4.42)\) with \((4.46)\) yields a result for the amplitude coefficient \(A_1\)

\[
A_1 = \left(\frac{\gamma_1 (1 - \Gamma_{a1})}{\mu_1 (1 + \Gamma_{a1})} + \frac{\gamma_{-1} (1 - \Gamma_{a,-1})}{\mu_{-1} (1 + \Gamma_{a,-1})}\right)^{-1} -\beta \tilde{J}_x + \frac{\alpha}{\beta} \tilde{J}_y
\]

\[
\frac{1}{j\epsilon_1 (1 + \Gamma_{b1})} \left(\frac{\epsilon_1 (1 + \Gamma_{b1})}{\gamma_1 (1 - \Gamma_{b1})} + \frac{\epsilon_{-1} (1 + \Gamma_{b,-1})}{\gamma_{-1} (1 - \Gamma_{b,-1})}\right)^{-1} \frac{\alpha \tilde{J}_x + \beta \tilde{J}_y}{\omega \gamma_1 (1 - \Gamma_{b1}) (\alpha^2 + \beta^2)}.
\]  

(4.48)

Combining \((4.43)\) with \((4.47)\) yields a result for the amplitude coefficient \(B_1\)

\[
B_1 = \left(\frac{\epsilon_1 (1 + \Gamma_{b1})}{\gamma_1 (1 - \Gamma_{b1})} + \frac{\epsilon_{-1} (1 + \Gamma_{b,-1})}{\gamma_{-1} (1 - \Gamma_{b,-1})}\right)^{-1} \frac{\alpha \tilde{J}_x + \beta \tilde{J}_y}{\omega \gamma_1 (1 - \Gamma_{b1}) (\alpha^2 + \beta^2)}.
\]  

(4.49)

where \(A_{-1}\) and \(B_{-1}\) are related to \((4.48)\) and \((4.49)\) by solving \((4.42)\) and \((4.43)\) respectively, and are given by

\[
A_{-1} = A_1 \frac{\mu_1 (1 + \Gamma_{a1})}{\mu_{-1} (1 + \Gamma_{a,-1})}
\]

\[
B_{-1} = -B_1 \frac{\gamma_1 (1 - \Gamma_{b1})}{\gamma_{-1} (1 - \Gamma_{b,-1})}.
\]  

(4.50)

(4.51)

Thus, the fields can be solved if the current distribution is known. Also, it is assumed that the stratified medium has a finite number of layers \(n\) in the positive \(z\) direction and \(m\) in the negative \(z\) direction such that \(\Gamma_{an} = \Gamma_{bn} = 0\) and \(\Gamma_{a,-m} = \Gamma_{b,-m} = 0\). To solve for the fields, the following procedure is used

- Assume a surface current distribution \(J_s\) along the dipole.
- Determine the fields in terms of the Whittaker potentials, and to avoid spatial derivatives, take the spatial Fourier transform.
- The resulting transformed Whittaker potentials will be in terms of unknown amplitude and reflection coefficients in the spatial transform domain which must be determined by applying boundary conditions.
• Calculate the reflection coefficients $\Gamma_{ai}$ and $\Gamma_{bi}$ from (4.31) and (4.36) starting with the outermost layers ($\Gamma_{an} = \Gamma_{bn} = 0$ and $\Gamma_{a,-m} = \Gamma_{b,-m} = 0$) and recursively calculate until the reflection coefficients at layers $i = 1$ and $i = -1$ are determined.

• Calculate the amplitude coefficients in layers $i = 1$ and $i = -1$ from (4.48) to (4.51) using the calculated reflection coefficients.

• Finally, calculate the amplitude coefficients in each layer from (4.37) and (4.38).

This procedure can easily be implement in software. For this work, Python was used to calculate the unknown TE and TM reflection and amplitude coefficients. The code is listed in Appendix D. The functions are recursive and perform the same function as the detailed procedure. Additionally, for the purpose of checking units of the quantities derived in subsequent sections, the units of the TE and TM amplitude coefficients are given in Appendix C.

4.2.2 Input Impedance of a Dipole

Having determined the fields of a current element in the presence of a stratified medium, the driving point impedance of the dipole can be determined by use of the induced EMF method [97]. A thin linear dipole of length $l$ and width $W$ will be considered. If the dipole is narrow such that $W \ll l$, it is assumed that current only flows in the $x$ direction such that $J_s = J_x a_x$

$$Z_{in} = -\frac{1}{I_{in}^2} \int_{-W/2}^{W/2} \int_{-l/2}^{l/2} J_x(x, y, z = 0) E_{x1}(x, y, z = 0) dxdy, \quad (4.52)$$

where $I_{in}$ is the current at the input terminals. Writing in terms of the Fourier integral representation for the electric field yields

$$Z_{in} = -\frac{1}{I_{in}^2} \int_{-W/2}^{W/2} \int_{-l/2}^{l/2} J_x \left[ \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \tilde{E}_{x1} e^{-j(\alpha x + \beta y)} d\alpha d\beta \right] dxdy. \quad (4.53)$$

Next, the order of integration is changed and $J_x$ is assumed to be an even function about $x = 0$, $y = 0$ yielding

$$Z_{in} = -\frac{(2\pi)^2}{I_{in}^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \tilde{E}_{x1} \left[ \int_{-W/2}^{W/2} \int_{-l/2}^{l/2} J_x \cos(\alpha x) \cos(\beta y) dxdy \right] d\alpha d\beta \quad (4.54)$$
The portion in brackets of (4.54) represents the Fourier transform of \( J_x \) given by \( \tilde{J}_x \). Next, a function of the ratio of the transformed electric field from (4.24) to the transformed current density is defined by

\[
\tilde{E}_{x1} = -j\omega \mu_1 \beta \tilde{U}_1 \bigg|_{z=0} - j\alpha \frac{\partial \tilde{V}_1}{\partial z} \bigg|_{z=0}
\]

\[
\tilde{F}(\alpha, \beta) = -\frac{\tilde{E}_{x1}}{j\omega \mu J_x}
\]

\[
\tilde{F}(\alpha, \beta) = \left( \frac{\gamma_1 (1 - \Gamma_{a,1})}{\mu_1 (1 + \Gamma_{a,1})} + \frac{\gamma_{-1} (1 - \Gamma_{a,-1})}{\mu_{-1} (1 + \Gamma_{a,-1})} \right)^{-1} \frac{\beta^2 \tilde{J}_x}{\alpha^2 + \beta^2}
\]

\[
-\frac{1}{\omega^2} \left( \frac{\epsilon_1 (1 + \Gamma_{b,1})}{\gamma_1 (1 - \Gamma_{b,1})} + \frac{\epsilon_{-1} (1 + \Gamma_{b,-1})}{\gamma_{-1} (1 - \Gamma_{b,-1})} \right)^{-1} \frac{\alpha^2}{\alpha^2 + \beta^2},
\]

(4.55)

and if \( \mu_1 = \mu_{-1} = \mu \), (4.55) can be simplified to

\[
\tilde{F}(\alpha, \beta) = -\frac{\tilde{E}_{x1}}{j\omega \mu J_x}
\]

\[
\tilde{F}(\alpha, \beta) = \left( \frac{1 - \Gamma_{a,1}}{1 + \Gamma_{a,1}} + \frac{1 - \Gamma_{a,-1}}{1 + \Gamma_{a,-1}} \right)^{-1} \frac{\beta^2}{\alpha^2 + \beta^2}
\]

\[
-\left( \frac{k_1^2 (1 + \Gamma_{b,1})}{\gamma_1 (1 - \Gamma_{b,1})} + \frac{k_{-1}^2 (1 + \Gamma_{b,-1})}{\gamma_{-1} (1 - \Gamma_{b,-1})} \right)^{-1} \frac{\alpha^2}{\alpha^2 + \beta^2},
\]

(4.56)

The impedance is now written as

\[
Z_{in} = 4j\omega \pi \frac{I_{in}^2}{P_{in}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \tilde{F}(\alpha, \beta) \tilde{J}_x(\alpha, \beta)^2 d\alpha d\beta
\]

(4.57)

A variational solution for the impedance is given in Appendix A that follows the method presented by Galejs [93,94]. The solution uses a two term trial function that consists of a sine and shifted cosine with unknown amplitudes. The amplitudes are determined by imposing the stationary character of the input impedance such that a small change in the current about its correct value gives a zero first order change in the impedance.

It may be noted at this point that the derivations presented in Section 4.2 are similar to that presented by [93–95], but are presented here for completeness as these formulas will be necessary in following section regarding power flow in this arbitrary stratified medium.
4.3 Power Flow and Sensing Depth

The aim of this analysis is to determine the power density profile for a transmitting dipole into a lossy stratified medium, which results in a metric for the sensing depth of the same dipole in receive mode. First, the time-average power flow through a plane of infinite extent in the $x$ and $y$ directions is determined from Poynting’s theorem as

$$P(z) = \frac{1}{2} \text{Re} \left\{ \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \mathbf{E} \times \mathbf{H}^* \cdot ds \right\}. \quad (4.58)$$

Utilizing Parseval’s formula for the Fourier transform, the time average power flow can be written in terms of the transformed fields as

$$P(z) = s^2 \pi^2 \text{Re} \left\{ \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \tilde{\mathbf{E}}_x \tilde{\mathbf{H}}_y^* - \tilde{\mathbf{E}}_y \tilde{\mathbf{H}}_x^* d\alpha d\beta \right\}, \quad (4.59)$$

where the transformed fields are given in (4.24) of Section 4.2. The goal of this analysis to determine the sensing limit for a dipole when utilized as an antenna for a near-field medical microwave radiometer. The principal of operation for a microwave radiometer is to measure blackbody radiated power emitted by all matter based on its temperature. This radiation is defined by Planck’s blackbody radiation law for spectral brightness $B_f$, given by the Rayleigh-Jeans approximation for the microwave region:

$$B_f = \frac{2kT}{\lambda^2} \left[ \text{W} \cdot \text{sr}^{-1} \cdot \text{m}^{-2} \cdot \text{Hz}^{-1} \right], \quad (4.60)$$

where

- $k = \text{Boltzmann’s constant } [1.38 \times 10^{-23} \text{ joule/ K}]$
- $T = \text{Absolute temperature [K]}$
- $\lambda = \text{Wavelength [m]}.$

The emitted power over a bandwidth $\Delta f$ is given by $kT\Delta f$. Thus, by measuring the power radiated in a bandwidth $\Delta f$, the temperature of a body can be measured. A near-field probe or antenna placed in contact with a lossy medium (human tissues) couples the blackbody radiation into the receiver. The antenna measures a weighted volume average brightness temperature within the sensing volume $V$. The spatial temperature
distribution is defined as $T(r)$ at point $r$, and the antenna brightness temperature $T_A$ is given by

$$T_A = \eta_l \int \int V W(r) T(r) dV + \eta_u T_{Bu}$$ (4.61)

where $\eta_l$ and $\eta_u$ are the lower and upper half-space efficiencies defined below. The weighting function $W(r)$ defines the contribution from point $r$ at a temperature $T(r)$ to the overall antenna brightness temperature. The weighting function is obtained from the antenna reciprocity theorem as the power absorption rate

$$W(r) = \frac{P_d(r)}{\int \int P_d(r) dV}$$ (4.62)

for a transmitting antenna, where $P_d(r)$ is the power dissipation at point $r$. Additionally, $\eta_l$ and $\eta_u$ are the lower and upper half-space efficiencies, where the lower half-space corresponds to the tissues. The efficiencies are defined from (4.59) as

$$\eta_l = \frac{P(0^-)}{P(0^-) + P(0^+)} , \quad \eta_u = \frac{P(0^+)}{P(0^-) + P(0^+)}.$$ (4.63)

Thus, it can be seen that the term $\eta_u T_{Bu}$ is the contribution from the upper half-space of a constant temperature $T_{Bu}$. Given the geometry assumed in Fig. 4.2 which assumes a stratified medium that is infinite in extent in the $x$ and $y$ directions and assuming the tissues under test will be characterized by a constant temperature in the $x$ and $y$ directions [12], (4.61) can be reduced to a one-dimensional expression

$$T_A = \eta_l \int_{-\infty}^{0} W(z) T(z) dz + \eta_u T_{Bu}$$ (4.64)

where

$$W(z) = \int_S W(r) dS.$$ (4.65)

For a non-ideal antenna with radiation efficiency $\eta_r$ the antenna noise temperature at the terminals of the antenna $T'_A$ is given in terms of the physical antenna temperature $T_p$ as

$$T'_A = \eta_r T_A + (1 - \eta_r) T_p.$$ (4.66)

Using the definition of the antenna temperature, a metric for the sensing depth of the receiver will be defined in a similar manner as that presented by Bocquet et al. [24].
Consider an antenna placed at the interface between free-space and the human body. The human body is approximated by a stratified medium characterized by a temperature distribution $T(z)$ as shown in Fig. 4.4. The antenna temperature is given by (4.64) and (4.66) as

$$T_A' = \eta_r \left[ \eta_l \int_{-\infty}^{0} W(z)T(z)dz + \eta_u T_{Bu} \right] + (1 - \eta_r)T_p. \quad (4.67)$$

Next, suppose that at a depth $z_s$ the tissues below this depth are subjected to a uniform increase in temperature $\Delta T$ as shown in Fig. 4.4, then the antenna temperature is given by

$$T_A' + \Delta T_A' = \eta_r \left[ \eta_l \left( \int_{-\infty}^{0} W(z)T(z)dz + \Delta T \int_{-\infty}^{z_s} W(z)dz \right) + \eta_u T_{Bu} \right] + (1 - \eta_r)T_p \quad (4.68)$$

or the change in antenna temperature contributed by the layers deeper than $z_s$ due to a uniform increase in temperature from $T(z)$ to $(T(z) + \Delta T)$ is

$$\Delta T_A' = \Delta T \eta_r \eta_l \int_{-\infty}^{z_s} W(z)dz. \quad (4.69)$$

The signal sensitivity to the $\Delta T$ change in the layers situated below $z_s$ is

$$\frac{\Delta T_A'}{\Delta T} = \eta_r \eta_l \int_{-\infty}^{z_s} W(z)dz \quad (4.70)$$
Each individual measurement has uncertainty associated with it. This uncertainty is given for a total power radiometer as [2]

\[ \sigma = \frac{T_A + T_{rec}}{\sqrt{\Delta f \tau}} \]  

(4.71)

where \( T_{rec} \) is the receiver noise temperature, \( \Delta f \) is the pre-detection bandwidth, and \( \tau \) is the integration time. Thus, the uncertainties in the first and second measurements are

\[ \sigma_1 = \frac{T_A' + T_{rec}}{\sqrt{\Delta f \tau}}, \quad \sigma_2 = \frac{T_A' + \Delta T_A' + T_{rec}}{\sqrt{\Delta f \tau}}. \]  

(4.72)

Assuming that each measurement is statistically independent, the uncertainty in the estimate of \( \Delta T_A' \) is

\[ \sigma_{tot} = \sqrt{\sigma_1^2 + \sigma_2^2}. \]  

(4.73)

If \( \Delta T_A' \) is very small, then \( \sigma_1 \approx \sigma_2 \) resulting in the total uncertainty

\[ \sigma_{tot} = \sqrt{2}\sigma. \]  

(4.74)

Therefore, to resolve a temperature change \( \Delta T \) at a depth \( z_s \) the temperature contribution must be greater than \( \sqrt{2}\sigma \). The maximum sensing depth \( z_s \) is then defined by

\[ \int_{-\infty}^{z_s} W(z)dz = \frac{\sqrt{2}\sigma}{\eta_r \eta \Delta T}. \]  

(4.75)

The left hand side of (4.75) represents the power absorbed by the material below \( z_s \) normalized to the total power absorbed. This quantity is also equal to the real power flowing through a plane located at \( z_s \).

Therefore, (4.75) is simplified by using the definition for the real power passing through a plane given by (4.59), resulting in the following sensing depth expression

\[ \frac{P(z_s)}{P(0^-)} = \frac{\sqrt{2}\sigma}{\eta_r \eta \Delta T}. \]  

(4.76)

or

\[ \frac{P(z_s)}{P(0^-) + P(0^+)} = \frac{\sqrt{2}\sigma}{\eta \Delta T}. \]  

(4.77)

To summarize, detecting a temperature change depends upon the probe and the receiver. Therefore, it is essential to consider the power flow from the probe (\( W(z) \)), the non-ideal receiver sensitivity (\( \sigma \)), and the
desired incremental temperature resolution ($\Delta T$). It may also be noted that the probe is assumed to be matched to the receiver. If this is not the case, mismatched components may be accounted for in a standard way such as pp. 404-412 of [2] or [98]. In the following sections the sensing depth is determined assuming the probe is perfectly matched to the receiver.

4.4 Algorithm Verification

To illustrate the properties of a dipole in the presence of a lossy stratified medium, the spectral domain technique will first be applied to a dipole of length $l$ and width $W$ at the interface between free space and a lossy medium as shown in Fig. 4.5. In research for medical applications a water bath is often used to demonstrate temperature detection because the dielectric properties of water are similar to those of human tissues. Water is a medium that is easily controlled in a laboratory environment, and is a standard phantom material [39–41]. The dispersive electrical properties of water can be represented by a Debye model [33,42,44] and Fig. 4.6 shows the real part of the relative dielectric constant ($\varepsilon'_r$) and the conductivity over the frequency range of 250 MHz to 5 GHz. The values were calculated using the single Debye model in [44] assuming the temperature of the water is $25^\circ$C. These values are used in subsequent simulations.

For the two layer problem, the function (4.56) appearing in (A.9) simplifies to

$$
\tilde{F}(\alpha, \beta) = (\gamma_1 + \gamma_{-1})^{-1} \frac{\beta^2}{\alpha^2 + \beta^2} - \left( \frac{k_1^2}{\gamma_1} + \frac{k_{-1}^2}{\gamma_{-1}} \right)^{-1} \frac{\alpha^2}{\alpha^2 + \beta^2}.
$$

(4.78)

Using Appendix A the input impedance of a dipole on a half space can be found. The propagation constant $k$ along a dipole situated at the interface between two media used in the expression for the current density (A.1)
Figure 4.6: Real part of the relative dielectric constant (\(\epsilon'_r\)) and the conductivity over the frequency range of 250 MHz to 5 GHz calculated using the single Debye model in [44] assuming the water temperature is 25°C.

to (A.4) will be given by an effective complex propagation constant \(k_{\text{eff}}\) [99, 100]

\[
k_{\text{eff}} = \sqrt{\frac{k_1^2 + k_{-1}^2}{2}}. \tag{4.79}
\]

Therefore, \(\lambda_{\text{eff}} = \frac{2\pi}{\text{Re}\{k_{\text{eff}}\}}\) will be used to determine the electrical length of the dipole.

4.4.1 Comparison to Published Works

The spectral domain approach with a variational solution for the input impedance will be validated first by comparison to other published works. Kominami et al. [60] investigated printed dipoles and slots on semi-infinite GaAs substrates. The application was for millimeter wave imaging or phased arrays where the lens is electrically large. Kominami et al. presented a moment method solution using Galerkin’s method applied in the Fourier transform domain to determine the input impedance of dipoles and slots at the interface of two different dielectric half-spaces. The fields were described in terms of two scalar functions that appear to be the same as the Whittaker potentials, however, this is not explicitly stated in their work. In [60], a numerical simulation was done to determine the input impedance of an antenna of width \(W = 0.02l\) versus the length \(l\) of the antenna using two entire domain expansion modes. Using the method presented in Section 4.2 the input impedance was calculated from (4.57). Since this is a half-space problem (4.78) was used as the auxiliary function \(\tilde{F}(\alpha, \beta)\) appearing in (4.57), and the effective propagation constant from (4.79) was used in the expression for the current density. The method in [60] is compared to the method presented in Section 4.2.
demonstrating good agreement as shown in Fig. 4.7.

Figure 4.7: Comparison of the input impedance of a 10 GHz dipole on a GaAs half-space versus length for the method presented by Kominami et al. and the method presented in Section 4.2 of this work.

Next, this method was applied to the problem of a half-wave and quarter-wave monopole at the interface between air and water. The data presented was measured by Iizuka and presented in a Cruft lab report in 1963 [101]. The data presented here was taken from [100]. Measurements were made of a quarter-wave and half-wave monopole at 114 MHz on a lossy dielectric half-space where the wavelength was taken in the conducting medium. Measurements versus loss tangent $\tan \delta$ of the lower half-space of water ($\epsilon'_r = 77$) were made. To calculate the impedance, the previously presented method was used. The equivalent strip width is $W = 4a$ where $a = 0.318$ cm. The impedance of a half and full wave dipole was calculated, which is related to the monopole impedance by [102]

$$Z_{\text{monopole}} = \frac{Z_{\text{dipole}}}{2}$$

(4.80)

Fig. 4.8 shows the comparison between the theory presented here and measurements made by Iizuka. Both impedance and admittance are shown, however, the data taken from [100] was admittance. Comparing theory and measurement in Fig. 4.8 shows conductances and susceptances that are within approximately 20 mS of each other for both the half and quarter wave monopole as seen in Figs. 4.8a and 4.8c. Similarly, the resistances and reactances are within approximately 5 $\Omega$ of each other as seen in Figs. 4.8b and 4.8d.
Figure 4.8: Admittance (a) and impedance (b) of a quarter-wave monopole versus the loss tangent $\tan \delta$ at 114 MHz. Admittance (c) and impedance (d) of a half-wave monopole versus the loss tangent $\tan \delta$ at 114 MHz.

### 4.4.2 Theoretical Results

In the previous section, the method presented in Section 4.2 was compared to simulated and measured half-space problem results for GaAs (Fig. 4.7) and also for water (Fig. 4.8). Next, a water half-space will be investigated in depth with the theory presented, and the results will be compared to commercially available full wave electromagnetic software.

First, the spectral domain technique is applied to a dipole on a lossy half-space and the results are compared to Finite Element Method simulations using Ansys’ commercially available HFSS software. The lower half-space medium is characterized by the dielectric properties shown in Fig. 4.6. To achieve an input match $|\Gamma| < -7.4$ dB the length of the dipole was chosen to be $0.6\lambda_{\text{eff}}$. Additionally, to maintain the assumption of current being uniformly distributed in $y$, the width of the dipole was chosen to be $W = l/100$. To numerically evaluate the integrals in (A.9) a Gauss-Legendre quadrature integration routine available in
The  *mpmath* [103] Python library was used. The integration was carried out along the real axis as the complex poles are removed from the real axis, and the upper bound on the infinite integration was truncated at 500$k_0$.

The antenna driving point impedance was determined using the induced EMF method from 250 MHz to 3 GHz and using HFSS. The results are shown in Fig. 4.9. Results from HFSS are within 4.7 Ω for the resistance and within 1.1 Ω for the reactance as compared to theory.

![Figure 4.9: Impedance vs. frequency for a $l = 0.6\lambda_{\text{eff}}$ dipole at the interface of a lossy half-space characterized by a relative dielectric constant of conductivity from Fig. 4.6.](image)

Next, the sensing depth for a $0.6\lambda_{\text{eff}}$ dipole on a lossy half-space is determined by first finding the power flowing in the lower half-space. The power flow is a function of the current density in (A.1) for which only the ratio $A/B$ is known from (A.11). Normalizing the current density to the current at the input yields an expression in terms of the ratio $A/B$. A $z$-dependent effective transfer resistance (similar to that defined by Galejs [104] and Sec. 12.3 of [94]) may be defined as

$$R(z) = \frac{2P(z)}{|I(0)|^2}$$  

$$= -\frac{4 k^2 \omega \mu_0}{\pi^2} \text{Im} \left\{ \int_0^\infty \int_0^\infty \text{sinc}^2 \left( \frac{\beta W}{2} \right) \left[ \frac{\gamma_{-1}^*}{\gamma_1 + \gamma_{-1}} \right]^2 \frac{\beta^2}{\alpha^2 + \beta^2} 

- \frac{(k_{-1}^*)^2}{\gamma_{-1}} \left| \frac{k_1^2}{\gamma_1} + \frac{k_{-1}^2}{\gamma_{-1}} \right|^{-2} \frac{\alpha^2}{\alpha^2 + \beta^2} \right\} e^{2 \text{Re}(\gamma_{-1})z} \left[ \sqrt{\frac{\alpha}{\beta}} g_A(\alpha) + \sqrt{\frac{\beta}{\alpha}} g_B(\alpha) \right|^2 \frac{d\alpha d\beta}{\alpha^2 + \beta^2}. \right\} \tag{4.81}
$$

The real power passing through a plane in the lower half-space is normalized to the total power radiated by the antenna which may be written in terms of the ratio of the distance dependent effective transfer resistance
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to the input resistance as

\[
\frac{P(z)}{P_{\text{tot}}} = \frac{R(z)}{R_{\text{in}}} \tag{4.82}
\]

where \(R_{\text{in}}\) is the input resistance. It may also be noted that a dipole placed in contact with a high dielectric constant half-space is very directive towards the dielectric such that the ratio of power radiated into the lower and upper half-spaces varies approximately as \(\epsilon_r^{3/2} [59,60]\). As a result, \(\eta_l \approx 1\) or in other words \(R(0^-) \approx R_{\text{in}}\). This is demonstrated in Fig. 4.10 showing the lower half-space efficiency (\(\eta_l\)) over frequency from theory, HFSS, and as calculated from \(\eta_l = \epsilon_r^{3/2}/(\epsilon_r^{3/2} + 1)\) all of which showing \(\eta_l > .996\).

The integrals in (4.81) are calculated using the same method described for the input impedance. To determine the power flow in the lower half-space from HFSS, the lower half-space is composed of 20 discrete layers of water with logarithmic spacing all of which have same dielectric properties. The purpose for of having many volume objects that have the same material properties is so that the power dissipation can be determined as a function of depth. It is not possible to determine this from a single volume. The power dissipation is determined using the Fields Calculator in HFSS. The volume loss density quantity is integrated over each subvolume to determine the power dissipated \((P_n)\) in the \(n\)th subvolume. The volume loss density can be calculated by first considering the point form of the complex Poynting vector as

\[
\rho_v = -\frac{1}{2}\text{Re}\{\nabla \cdot (E \times H^*)\}
\]
Making use of the vector identity the point form of the complex Poynting vector is $\nabla \cdot (A \times B) = B \cdot (\nabla \times A) - A \cdot (\nabla \times B)$:

\[
\nabla \cdot (E \times H^*) = H^* \cdot (\nabla \times E) - E \cdot (\nabla \times H^*) \\
= -j\omega B \cdot H^* - E \cdot (J^* - j\omega D^*) \\
= -j\omega B \cdot H^* - E \cdot J^* - j\omega E \cdot D^*.
\]

If Ampère’s law is written in terms of the effective conductivity $\sigma$ as discussed in the introduction which includes both static and ac loss, then $j\omega E \cdot D^* = j\omega \epsilon' |E|^2$ which is purely imaginary and may be left out of the volume loss density expression resulting in

\[
\rho_v = \frac{1}{2} \text{Re} \{E \cdot J^* + j\omega B \cdot H^*\}, \tag{4.83}
\]

which is the form presented in the HFSS documentation. From the power dissipated in each layer $P_n$, $P(z)$ can be found by

\[
P(z_n) = 1 - \frac{P_{up}}{P_{tot}} - \sum_{i=1}^{n} \frac{P_i}{P_{tot}}, \tag{4.84}
\]

which is illustrated in Fig. 4.11.

Numerical simulation and theory are compared in Fig. 4.12 demonstrating very good agreement (within 3\%) over the frequency range of 500 MHz to 3 GHz. The theoretical results for the normalized power level $P(z)/P_{tot}$ as a function of depth is shown in Fig. 4.13 for the frequencies of 500 MHz 1.5 GHz, and 3 GHz, demonstrating power is dissipated closer to the antenna for an increase in frequency.

To determine the limitations for this particular example, the sensing depth is calculated from (4.77) and shown vs. frequency as a function of the ratio of the receiver sensitivity $\sigma$ to the incremental increase in temperature $\Delta T$. The sensing depth is shown on a contour plot in Fig. 4.14, and a plane wave attenuation is shown in Fig. 4.15. The plane wave assumption is that the power decays as $\exp(-2\alpha z)$, and all the power accepted into the antenna is radiated into the lower half-space. Fig. 4.16 shows the sensing depth for the $0.6\lambda_{eff}$ dipole on a dispersive lossy half-space compared to the case of an incident plane wave on the same half space. From Fig. 4.16 it can be seen that for larger sensitivity ratios the sensing depth is much lower for the near-field case as compared to a plane wave. The frequency dependence of the sensing depth is different for
the two cases, but increases with decreasing frequency. The near-field behavior differs greatly from the plane wave case for large sensitivity ratios. The results have important implications in the design of microwave radiometer for near-field temperature measurements that utilize a dipole in contact with a lossy medium. It is also demonstrated that theory and HFSS agree well, thus, if HFSS is more convenient, it can be used. However, to determine the power dissipated close to the antenna, the half-space must be comprised of many individual layers for which the volume loss density is calculated and integrated over the subvolume.

Figure 4.11: Summary of determining $P(z)$ from HFSS simulations. The volume loss density is integrated over each subvolume. From the power dissipated in each layer, $P(z)$ can be found.
4.5 Dipole on Skin, Fat, and Muscle

After validation with numerical simulation for a simple phantom, the sensing depth of a dipole above a three-layer medium consisting of skin, fat, and muscle is quantified. As in the previous section, the dipole is assumed to be in contact with the skin layer. The thickness of the skin is assumed to be 2 mm, fat 10 mm, and the muscle is assumed to be infinite in extent as seen in Fig. 4.17. In the previous section the relative permittivity
and conductivity were assumed to be constant over frequency. In this section the electromagnetic properties of the tissues are given in [25,26], and the dielectric properties at a few frequencies are shown in Table 4.1. To compare dipoles on the surface of a lossy dielectric, the electric length of the dipoles are chosen to be 0.57λ_{eff}, as this length is matched well to a 50Ω generator. The input impedance is found using the variational solution method from Appendix A. The input impedance is shown in Fig. 4.18. The simulated results from HFSS are within 6Ω of the theoretical values for both the resistance and reactance from 500MHz to 3GHz.

Next, the sensing depth is determined. The general equation for the power flowing in a stratified medium is given in Appendix B, and was used to determine the power flowing through a transverse plane at some
depth in the layered medium. The Python code in Appendix D was used to determine the unknown reflection and amplitude coefficients in each layer using the procedure given at the end of Section 4.2.1. The sensing depth $z_s$ is shown in Fig. 4.19, demonstrating a decrease in sensing depth for an increase in frequency over a sensitivity ratio ($\sigma/\Delta T$) from 0.15 to 0.35. However, between the sensitivity ratio 0.1 to 0.15 the sensing depth is greater at 1.5 GHz than 500 MHz. This demonstrates the inaccuracy in assuming a plane wave propagation. Additionally, it is important to know the sensitivity ratio when choosing frequencies that will achieve a desired sensing depth.
The three layer medium was repeated for 1 mm of skin and 2 mm of fat for a $0.57 \lambda_{\text{eff}}$ dipole. The results shown in Fig. 4.20 demonstrate similar sensing depth behavior if the sensitivity ratio $\sigma/\Delta T$ is close to 0.1. However, there is a greater sensing depth if the sensitivity ratio is greater than 0.2. It is also observed that the sensing depth is greater as frequency increases when compared to the 2 mm of skin and 10 mm of fat medium. These two cases were examined to give an example of how the sensing depth may change due to tissue variability between subjects. Inter-subject variability can be estimated using a virtual population such as that provided by the IT’IS Foundation [30].

To illustrate the dependence of sensing depth on the sensitivity ratio ($\sigma/\Delta T$), an example will be given for the two tissue stacks previously considered: (a) 2 mm skin/10 mm fat/muscle; and (b) 1 mm skin/2 mm fat/muscle. Consider a receiver sensitivity $\sigma = 0.2$ K. If the desired detectable temperature change $\Delta T = 1$ K,
then the sensitivity ratio seen in the right hand side of (4.77) will be 0.2. The problem may be analyzed in
the reciprocal case where the antenna is transmitting. Thus, the goal is to find where the signal radiated by
the antenna has decayed by 80% assuming \( \eta_r = 1 \). The sensing depth for a few frequencies from 500 MHz to
2.5 GHz are listed in Table 4.3 showing a decreasing sensing depth as frequency increases for tissue stack (a).
For tissue stack (b) the sensing depth increase slightly from 500 MHz to 1 GHz then decreases.

Next, consider the receiver sensitivity improving to \( \sigma = 0.1 \) K, resulting in a sensitivity ratio of 0.1. Note
that the same sensing depth could be achieved for \( \sigma = 0.2 \) K and \( \Delta T = 2 \) K yielding a sensitivity ratio of 0.1.
This can be seen in (4.77) as the sensing depth is a function of the ratio of receiver sensitivity to change in
temperature. In the case of a sensitivity ratio of 0.1, Table 4.3 demonstrates an increase in the sensing depth
from 500 MHz to 1 GHz for tissue stack (a). However, for tissue stack (b) the sensing depth decreases across
the whole frequency range. Table 4.3 demonstrates how sensing depth is a function of receiver sensitivity,

![Figure 4.19: Sensing depth \( z_s \) as defined by (4.77) vs. frequency and the ratio of the receiver sensitivity \( \sigma \) to
the incremental increase in temperature \( \Delta T \) for a 0.57\( \lambda_{eff} \) dipole above a three layer medium comprised of
2 mm of skin, 10 mm of fat, and muscle.](image)

Table 4.3: Sensing depth (mm) at various frequencies for sensitivity ratios of 0.2 and 0.1. Two different three
layer media are considered: (a) 2 mm skin/10 mm fat/muscle, and (b) 1 mm skin/2 mm fat/muscle.

<table>
<thead>
<tr>
<th>Stack</th>
<th>( \sigma/\Delta T )</th>
<th>0.5 GHz</th>
<th>1 GHz</th>
<th>1.5 GHz</th>
<th>2 GHz</th>
<th>2.5 GHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>0.2</td>
<td>8.2</td>
<td>8</td>
<td>7.4</td>
<td>3.5</td>
<td>1.8</td>
</tr>
<tr>
<td>a</td>
<td>0.1</td>
<td>21.7</td>
<td>22.7</td>
<td>21.3</td>
<td>17.6</td>
<td>11.1</td>
</tr>
<tr>
<td>b</td>
<td>0.2</td>
<td>10.7</td>
<td>11.0</td>
<td>10.2</td>
<td>8.7</td>
<td>7.4</td>
</tr>
<tr>
<td>b</td>
<td>0.1</td>
<td>22.9</td>
<td>22.6</td>
<td>19.9</td>
<td>16.8</td>
<td>14.1</td>
</tr>
</tbody>
</table>
4.6 Conclusion

This chapter detailed the analysis of a dipole in a lossy stratified medium, with a goal to determine the sensitivity limitations for thermal radiation measurement of deep seated tissues in the body and in the near field of the dipole. The results are important for designing a dipole probe to achieve a desired sensing depth for near-field microwave thermometry. An improved sensing depth metric is defined to determine the sensitivity limitations for thermal radiation measurement of deep seated tissues in the body and in the near field of the dipole. The sensing depth is not only a function of the near field power dissipation, but is also dependent on the receiver sensitivity $\sigma$ and the desired temperature resolution $\Delta T$.

To analyze the frequency dependent behavior of a dipole used for near-field microwave radiometry, a simplified model of a dipole in a lossy stratified medium is used. The medium is assumed to be uniform and infinite in extent in the $x$ and $y$ transverse planes while discontinuous in $z$. A finite number of layers are assumed where the outermost layers extend to infinity. A spectral-domain technique is applied to determine the input impedance and sensing depth, defined in terms of the dipole near-field weighting functions, the total power radiometer sensitivity, and the desired temperature resolution.
The technique is verified for the general case of a dipole on a water half-space by comparing impedance and normalized power dissipation to commercial FEM software, Ansys HFSS, with good agreement. The results enable design of other types of probes for a desired sensing depth by extending the theory to a three layer human tissue model of skin, fat, and muscle. The input impedance is validated with Ansys HFSS.

From the presented model, an optimal frequency can be determined for a desired sensing depth and tissue stack. However, a number of practical constraints will also affect the frequency choice. For example, the ambient radio frequency spectrum is congested, degrading the achievable signal to noise ratio (SNR) at many frequencies that might otherwise be optimal for passive sensing. Overall size and location of probe dictated by the application will also impose constraints on the choice of frequency. Additionally, bodies vary from patient to patient changing the performance of the probe. For this reason, two examples were given of different skin and fat thicknesses. Inter-subject variability can be estimated using a virtual population such as that provided by the IT’IS Foundation [30].
Chapter 5

Radiometric Measurements

Contents

5.1 Overview 107
5.2 The Inverse Problem: Temperature Retrieval 107
5.3 Radiometric Estimation of Variable Temperature Single Layer Phantom 109
5.4 Single Frequency Estimation of Subsurface Temperature 113
5.5 Inverse Problems in Radiometry 117
  5.5.1 Least-squares Method 118
  5.5.2 Optimal Estimation Method 118
5.6 Multi-frequency Estimation of Subsurface Temperature 119
  5.6.1 Least-Squares Solution to Three Layer Measurement 121
  5.6.2 Optimal Estimation of Three Layer Measurement 125
  5.6.3 Multi-frequency Estimates Discussion 126
5.7 Tissue Thickness Variability Analysis 129
5.8 Conclusion 135
5.1 Overview

Passive radiometry estimates of the antenna temperature seen at the input of the radiometer require inverse techniques in order to determine the unknown subsurface temperature from temperatures measurements by radiometry, an inverse problem needs to be solved. The inversion process uses near-field weighting functions defined in Chapter 1. The model of the inverse problem is defined, and used to determine temperature from the 1.4 GHz and 2.7 GHz radiometers measurements. The first measurements utilize a single radiometer at a time to track the temperature change of a homogeneous approximate half-space. Next, the 1.4 GHz radiometer is used to determine the subsurface temperature of a three layer volume consisting of water, glass, and water.

The single frequency measurements simply solve a single equation for a particular unknown. For multiple measurements and unknowns, inversion techniques such as least-squares and optimal estimation may be used to determine the unknown temperature profile. These techniques are applied to a two frequency measurement of a three layer phantom consisting of water, glass, and water. Measured results and a comparison of the techniques are given, followed by a discussion relating the measured results to parameters necessary for monitoring the circadian rhythm.

Finally, a variability analysis is done to demonstrate how error in the weighting functions affect the inverse problem, and how different inverse methods may be used. This variability analysis is extended to estimate the feasibility of using this system for monitoring the circadian rhythm.

5.2 The Inverse Problem: Temperature Retrieval

The inverse problem for a probe measuring a half-space that may be stratified is depicted in Fig. 5.1. The thermal model considered is layers of constant temperature. Models of the temperature profile are often used as a way improve spatial resolution while reducing the number of unknown parameters [10, 11, 105–107]. The first task in the inversion procedure is to estimate the antenna temperature at the feed of the antenna $T_A$ from the radiometric observation at the plane of calibration on the radiometer $T'_A$. The effects of mismatch
must be treated in a standard manner [2, Chapter 6], [98], and for the purpose of simplifying the inversion a few assumptions are made:

- The cable is assumed to be perfectly match and low loss (<0.1 dB);
- \( \Gamma \) seen at the input to the radiometer is assumed to be the measured \( \Gamma \) at the feed of the probe;
- The temperature of the cable is assumed to be a constant temperature equal to the room temperature, which is also the temperature of the load used for calibration.
- The noise temperature generated by the receiver towards the antenna is assumed to be 150 K.

With these assumptions in mind, the antenna temperature is first corrected due to reflection as

\[
T'_A = \frac{T''_A - T'_{\text{rec}} |\Gamma|^2}{1 - |\Gamma|^2}. \quad (5.1)
\]

Next, the antenna temperature is corrected due to the loss in the cable as

\[
T_A = T'_A L - (L - 1)T_{\text{rm}}. \quad (5.2)
\]

This procedure corrects the radiometric observations up to the plane of the feed of the antenna. The goal of the inverse problem is to determine the temperature of an object or layer that the antenna is receiving thermal
radiation from. The antenna temperature may be expressed in terms of the weighting functions in (1.16). For the half-space problem shown in the upper half of the volume in Fig. 5.1 the antenna temperature is

\[ T_A = T_u W_u + T_f W_f + T_v W_v. \] (5.3)

Therefore if the temperature of the feed \( T_f \) and the upper half-space temperature \( T_u \) is known along with the weighting functions from simulation, the unknown half-space temperature may be solved for. This inversion is explored in the next section to determine one unknown layer.

5.3 Radiometric Estimation of Variable Temperature Single Layer Phantom

The radiometers and probes presented in Chapter 2 are used to determine the temperature of a variable temperature half-space. This initial measurement is to demonstrate the radiometer’s ability to detect temperature from a lossy material half-space. Later this will be extended to determining subsurface temperature, as the lossy half-space problem is a volume average of the temperature. To demonstrate this temperature detection, the test setup was placed in an anechoic chamber to reduce interference.

The 1.4 GHz receiver was calibrated using the method described in Section 2.4.1 with the hot calibration standard being the Agilent 346A noise source, and the cold temperature is a room temperature microwave load. The temperature of the load was measured with a thermocouple connected to the PicoTech TC-08 data logger. The calibration was performed every second with an equal dwell time on each of the standards and the unknown antenna temperature. The antenna was placed so that it was just touching the surface of the water. The antenna was connected to the radiometer through a 30 cm cable. To ensure air bubbles would not form on the surface of the probe and effecting the impedance match, the water was heated using an immersion heating coil. Once the water was heated to above 40°C the measurement was started. The water was allowed to cool off over a period of two hours, and the calibrated estimate of the antenna temperature seen at the plane of the radiometer \( T''_A \) in Fig. 5.1) was determined.

The raw estimate of the antenna temperature at the plane of the radiometer \( T''_A \) was first corrected due to reflection. As was discussed in Chapter 1 the dielectric properties of water are temperature dependent.
The input reflection coefficient of the probe was measured at two separate temperatures: 40°C and 20°C. The reflection coefficient is compared in Fig. 5.2a demonstrating a slight difference. However, at the design frequency of 1.4 GHz, they are essentially the same. In the inversion process, the magnitude of the reflection coefficient was assumed to be $|\Gamma| = -23$ dB. The correction due to impedance mismatch was done using (5.1) to determine $T_A'$ which is the available temperature at the input to the receiver. This estimate involves the following assumptions:

- The reflection coefficient of the probe is constant over the predetection bandwidth and constant over temperature;
- Since the cable is assumed to be perfectly matched and the input to the receiver is assumed to be 50 Ω, the measured reflection coefficient of the probe at the design frequency of 1.4 GHz was used as the $\Gamma$ in (5.1);
- The temperature generated towards the antenna at the input of the receiver $T_{rec}'$ is estimated to be 150 K;

If these assumptions are incorrect, the result will be an error in the estimate of the available temperature $T_A'$. However, since the probe is well matched ($|\Gamma| = -23$ dB), only 0.5% of the temperature is due to reflection from the receiver. Therefore, even if the receiver temperature is really 300 K rather than 150 K, the contribution from the receiver would be 1.5 K rather than 0.75 K and does not significantly affect the estimate of the volume.

Next, the temperature is corrected due to loss in the matched cable using (5.2). At 1.4 GHz the loss in the cable is approximately 0.3 dB and the temperature of the cable is assumed to be room temperature, or the same temperature as the “cold” calibration standard. To estimate the actual temperature of the water, (5.3) is solved for $T_v$ assuming the feed temperature $T_f$ is the same as the temperature of the water $T_v$ as the probe is placed in contact with the water resulting in

$$T_v = \frac{T_A - T_u W_v}{W_f + W_v}.$$  \hspace{1cm} (5.4)

The upper half-space temperature is assumed to be equal to the room temperature $T_{rm}$.  

\hspace{1cm}
The weighting functions are determined in simulation for room temperature water (20°C) and used to invert the data and are listed in Table 2.4. The radiometric temperature estimate is shown in Fig. 5.2b along with a thermocouple measurement of the water temperature $T_t$. To show the discrepancy between the radiometric estimate through the inversion process and the thermocouple measurement, every one minute of data was averaged and the radiometric estimate is shown vs. the thermocouple measurement in Fig. 5.2b. This demonstrates an error of about 0.4°C to 1.1°C. Discrepancy from the radiometric estimate and the thermocouple over time is probably due to incorrect assumption of the feed temperature $T_f$ and possibly changes in the weighting function over time due to the changing dielectric properties.

![Graph](a)

Figure 5.2: (a) Measured reflection coefficient of the probe at two different temperatures. (b) Radiometric estimate of the temperature of a water half-space $T_v$ using the 1.4 GHz radiometer compared to the measured thermocouple temperature $T_t$ vs. time. (c) A direct comparison of $T_v$ vs. $T_t$ showing how the radiometric estimate compares to the thermocouple measurements.

The same measurement was duplicated for the 2.7 GHz receiver using the same calibration process previously described. The water was heated with an immersion heating coil to ensure no air bubbles would form on the probe changing the reflection coefficient. The reflection coefficient of the probe was measured at
the hot (40°C) and cold (20°C) temperatures, and are compared in Fig. 5.3a. It can be seen that the probe reflection coefficient differs for the two temperatures. At the design frequency of 2.7 GHz this corresponds to a difference of -21 to -18 dB for 40°C and 20°C respectively.

The raw estimate of the antenna temperature at the plane of the radiometer \( T''_A \) was first corrected due to reflections using (5.1) to determine \( T'_A \) which is the available temperature at the input to the receiver. This estimate involves the following assumptions:

- The reflection coefficient of the probe is constant over the predetection bandwidth and linearly changes from -21 to -18 dB over the temperature change of the test setup (45°C to 31°C).

- Since the cable is assumed to be perfectly matched and the input to the receiver is assumed to be 50 \( \Omega \), the reflection coefficient of the probe at the design frequency of 2.7 GHz was used as the \( \Gamma \) in (5.1) with the temperature dependence previously stated.

- The temperature generated towards the antenna at the input of the receiver \( T'_{\text{rec}} \) is estimated to be 150 K.

The temperature was corrected due to loss in the cable (0.3 dB at 2.7 GHz) in the same manner as the 1.4 GHz measurements were corrected. The weighting functions are determined in simulation for room temperature water (20°C) and used to invert the data and are listed in Table 2.6. The radiometric temperature estimate is shown in Fig. 5.3b along with a thermocouple measurement of the water temperature \( T_t \). To show the discrepancy between the radiometric estimate through the inversion process and the thermocouple measurement, every one minute of data was averaged and the radiometric estimate is shown vs. the thermocouple measurement in Fig. 5.3c. This demonstrates an error of about 1.4°C. Discrepancy from the radiometric estimate and the thermocouple over time is probably due to incorrect assumption of the feed temperature \( T_f \) and possibly changes in the weighting function over time due to the changing dielectric properties.
Figure 5.3: (a) Measured reflection coefficient of the probe at two different temperatures. (b) Radiometric estimate of the temperature of a water half-space \( T_v \) using the 2.7GHz radiometer compared to the measured thermocouple temperature \( T_t \) vs. time. (c) A direct comparison of \( T_v \) vs. \( T_t \) showing how the radiometric estimate compares to the thermocouple measurements.

5.4 Single Frequency Estimation of Subsurface Temperature

Having demonstrated the ability to detect temperature changes of a water half-space with both receivers, a three layer phantom is investigated next. The three layers are water, glass (Pyrex), and water. The reason for choosing glass is that the dielectric constant \( \epsilon_r' = 5.5 \) is close to that of fat \( \epsilon_r' = 5.4 \) at 1.4GHz. Utilizing a glass pyrex baking dish with a lip, three layers were created by putting a small amount of water \( \approx 10.3 \text{ mm} \) in depth in the glass dish, then the dish was placed in the plastic bin filled with water. The thickness of the glass is 5mm. The bottom layer was heated and the top layer started at room temperature. The glass Pyrex dish was placed in the heated water, thus producing two layers of water. The lower layer of water decreased in temperature over time, and the top layer of water increased in temperature over time.
The 1.4 GHz radiometer and probe were used to measure the three layer problem. The calibration procedure was done in the same manner previously described. The inverse problem now takes the form of determining the third layer temperature. This is depicted in the lower half of Fig. 5.1. The procedure for correcting the measured temperature $T'_A$ to the plane of the antenna was done by assuming 0.3 dB loss in the cable feeding the antenna. Additionally, the antenna reflection coefficient was measured using two layers of $20^\circ$C water. The thicknesses were 10.3 mm water, 5 mm glass, 10 cm water. A comparison of measured and simulated reflection coefficient is shown in Fig. 5.4a demonstrating good agreement across frequency with a better measured match than was simulated. The correction due to mismatch and loss through the cable was performed with the following assumptions:

- The reflection coefficient of the probe is constant over the predetection bandwidth and constant over temperature.
- Since the cable is assumed to be perfectly matched and the input to the receiver is assumed to be 50 $\Omega$, the measured reflection coefficient of the probe at the design frequency of 1.4 GHz was used as the $\Gamma$ in (5.1).
- The temperature generated towards the antenna at the input of the receiver $T_{\text{rec}}'$ is estimated to be 150 K.

The antenna temperature is a weighted volume average of the temperature of objects in the near-field and far-field of the antenna. The antenna temperature for the three layer problem is

$$T_A = T_u W_u + T_f W_f + T_{v1} W_{v1} + T_{v2} W_{v2} + T_{v3} W_{v3}, \quad (5.5)$$

where, referring to Fig. 5.1, $T_{v1}, W_{v1}$ refers to the temperature and weighting function of the first 10.3 mm layer of water. $T_{v2}, W_{v2}$ corresponds to the temperature and weighting function of the 5 mm glass layer, and $T_{v3}, W_{v3}$ corresponds to the subsurface water layer. The weighting functions from simulation, described in detail in Chapter 4, are given in Table 5.1. The goal for the inverse problem is to determine the temperature of the subsurface water layer. To do this, however, the temperature contribution from all the other layers must be known. The unknown temperature is determined by solving (5.5) for $T_{v3}$ yielding
\[ T_{v3} = \frac{T_A - T_u W_u - T_f W_f - T_{v1} W_{v1} - T_{v2} W_{v2}}{W_{v3}}. \] (5.6)

The weighting functions are assumed to be constant over temperature. The top and bottom water temperatures were measured with thermocouples denoted by \( T_{t1}, T_{t3} \) and the data recorded with the PicoTech data logger. Since the data logger sampling rate is faster than the calibration time, the top water layer is fitted to an exponential of the form

\[ A \exp^{-t/b} + C, \] (5.7)

using \texttt{curve.fit} a non-linear least squares regression tool available in the Python library SciPy. The raw thermocouple data is shown along with the fit \( T_{v1,\text{fit}} \) in Fig. 5.4b. In the inverse problem, the feed and glass are assumed to be equal to the top layer temperature \( T_{v1,\text{fit}} \) simplifying (5.6) to

\[ T_{v3} = \frac{T_A - T_u W_u - T_{v1,\text{fit}} (W_f + W_{v1} + W_{v2})}{W_{v3}}. \] (5.8)

The upper half-space is again assumed to be at room temperature. The result of the inversion is shown in Fig. 5.4c along with the thermocouple measurements of the water layers and the antenna temperature \( T_A \) which is between the two temperatures as expected as the antenna temperature is a weighted volume average. The thermocouple measurement \( T_{t3} \) and radiometric estimate \( T_{v3} \) are shown together in Fig. 5.4d showing good agreement. It is evident from Fig. 5.4c that the variance of the estimate of \( T_{v3} \) is larger than \( T_A \) which is to be expected as the weighting function from the third layer is only 0.385. This is easily seen by considering the fact that the combined uncertainty [108] of (5.8) assuming the random variables are independent is

\[ \sigma^2(T_{v3}) = \sum_{i=1}^{N} \left( \frac{\partial T_{v3}}{\partial x_i} \right)^2 \sigma^2(x_i), \] (5.9)

for estimates \( x_1, x_2, \ldots, x_N \). Assuming the variance in the estimates of \( T_u \) and \( T_{v1,\text{fit}} \) are zero, the combined uncertainty is

\[ \sigma_c(T_{v3}) = \frac{\sigma(T_A)}{W_{v3}}. \] (5.10)

Table 5.1: 1.4 GHz probe weighting functions on 10.3 mm water, 5 mm glass, and water.

<table>
<thead>
<tr>
<th>Upper ( W_u )</th>
<th>Feed ( W_f )</th>
<th>Top Water ( W_{v1} )</th>
<th>Glass ( W_{v2} )</th>
<th>Bottom Water ( W_{v3} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.014</td>
<td>0.056</td>
<td>0.543</td>
<td>0.002</td>
<td>0.385</td>
</tr>
</tbody>
</table>
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Next, the thermocouple data $T_{t3}$, and the radiometric estimate $T_{v3}$ are fitted to the same exponential function from (5.7) using a non-linear least squares regression, and compared in Fig. 5.4e with the corresponding
unknowns from (5.7) listed in Table 5.2. The maximum difference between the fitted thermocouple data and radiometric estimate is 0.2°C as seen in Fig. 5.4e. The discrepancy between the radiometric estimate through the inversion process and the thermocouple measurement is also shown by the average of every one minute of temperature data shown vs. the thermocouple measurement in Fig. 5.4f. This demonstrates an error of up to 0.5°C. Discrepancy from the radiometric estimate and the thermocouple over time is probably due to incorrect assumption of the weighting functions which may change with temperature. Also, placement of the probe on the top layer may deviate from the assumed 10.3mm depth used in simulation.

Table 5.2: Results of non-linear regression analysis to determine unknowns in (5.7) from thermocouple $T_{t3}$ and radiometric estimates $T_{v3}$.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$T_{t3}$ Fit</th>
<th>$T_{v3}$ Fit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$ [°C]</td>
<td>4.73</td>
<td>7.93</td>
</tr>
<tr>
<td>$b$ [s$^{-1}$]</td>
<td>16.46</td>
<td>34.75</td>
</tr>
<tr>
<td>$C$ [°C]</td>
<td>37.81</td>
<td>34.62</td>
</tr>
</tbody>
</table>

5.5 **Inverse Problems in Radiometry**

Up to this point the inverse problem only involved determining one unknown temperature with one radiometric measurement from the formula for the antenna temperature, while the other temperatures were assumed to be known. However, if multiple frequencies are used with independent observations and different weighting functions for each probe, the measured antenna temperature may be written in matrix form in terms of the weighting functions $W$ and the vector of layer temperatures $T$ as

$$T_M = WT$$

(5.11)

where $T_M$ and $T$ are vectors of dimension $N$ and $M$ respectively and $W$ is an $N \times M$ matrix. $N$ represents the number of frequencies or independent measurements, and $M$ represents the number of layers or discrete regions at a constant temperature contributing to the antenna temperature.

In (5.11), $T_M$ represents a vector of noiseless measurements which, in practice, is not possible due to measurement and modeling errors. The measurements may be denoted as

$$\hat{T}_M = WT + e$$

(5.12)
where \( e \) is an error vector. There various inversion methods of determining an estimate for the unknown temperature profile \( T \). The solution of this problem is unstable with the addition of a small amount of experimental error and is therefore considered ill-posed [23, pp. 1294]. This section first presents the standard least-squares solution to the problem, then a statistical inversion method is considered.

5.5.1 Least-squares Method

In the matrix equation above, consider that there is no solution to the problem which means no linear combination of the column vectors of \( W \) will be equal to \( \hat{T}_M \). The least-squares inversion technique is a solution method that aims to determine \( \hat{T} \) which minimizes the error function given by

\[
||\hat{T}_M - W\hat{T}||^2.
\]  

(5.13)

The goal is to find a \( \hat{T} \) in which \( W\hat{T} \) is as close to \( \hat{T}_M \) as possible. This will happen when the error function is orthogonal to the column vectors of \( W \). The orthogonality conditions yield

\[
W^T(\hat{T}_M - W\hat{T}) = 0.
\]  

(5.14)

Therefore the least-squares solution to (5.11) is

\[
\hat{T} = (W^TW)^{-1}W^T\hat{T}_M.
\]  

(5.15)

The matrix \((W^TW)^{-1}W^T\) is called the pseudoinverse. A more rigorous discussion of the least-squares solution may be found in [109]. The least-squares may be unstable such that the error associated with estimate \( \hat{T} \) is too large due to the elements of \((W^TW)^{-1}\) being large, which amplifies the error, and is often not suitable for radiometric retrieval problems [23].

5.5.2 Optimal Estimation Method

A priori constraints on the profile may be used to regularize the ill-posed problem [23]. These constraint are considered virtual measurements in that they provide information about the profile in the same way the actual measurements do [23,110]. These virtual measurements may take the form of historical data or models. This method will be explained in a similar manner to that presented by Rodgers [110] and Ulaby et
al [23]. First consider combining two independent vectors $\mathbf{T}_1$ and $\mathbf{T}_2$ with error covariances $S_1$ and $S_2$ that are measurements of the vector $\mathbf{T}$. The combined estimate for $\mathbf{T}$ is given by the weighted average

$$\hat{\mathbf{T}} = (S_1^{-1} + S_2^{-1})^{-1} (S_1^{-1} \mathbf{T}_1 + S_2^{-1} \mathbf{T}_2).$$

(5.16)

The first measurement is the virtual measurement $\mathbf{T}_0$, e.g. the mean temperature profile. For the human body this may be the average or expected temperature of the skin, fat, and muscle. Additionally, there is the measured quantity from (5.12). Another estimate for $\hat{\mathbf{T}}$ is $\mathbf{T}_e$ where $\mathbf{T}_e = D\hat{\mathbf{T}}_M$ is the exact solution where $WD = I$, the identity matrix. The covariance matrix of $\mathbf{T}_e$ is easily found to be $S_e = (W^T S_M^{-1} W)^{-1}$ where $S_M$ is the covariance of $\hat{\mathbf{T}}_M$. The combined estimate of $\mathbf{T}$ from the measurement vectors $\mathbf{T}_0$ and $\mathbf{T}_e$ is given from (5.16) yielding

$$\hat{\mathbf{T}} = (S_0^{-1} + W^T S_M^{-1} W)^{-1} (S_0^{-1} \mathbf{T}_0 + W^T S_M^{-1} \hat{\mathbf{T}}_M),$$

(5.17)

which may be put in a form more efficient for computation [110] as

$$\hat{\mathbf{T}} = \mathbf{T}_0 + S_0 W^T (WS_0 W^T + S_M)^{-1} (\hat{\mathbf{T}}_M - W\mathbf{T}_0).$$

(5.18)

### 5.6 Multi-frequency Estimation of Subsurface Temperature

Utilizing the 1.4 GHz and 2.7 GHz receivers presented in Chapter 2, a two-frequency measurement was done of the three layer phantom (10.3 mm water, 5 mm glass, and water). The measurement setup and block diagram are shown in Fig. 5.5. The bottom layer of water was heated to approximately 41°C, where as the top layer of water started at 30°C. Radiometer and thermocouple measurements were taken over a 30 minute period. To determine the unknown water temperatures, the data measured by both radiometers, $T''_A$ in Fig. 5.1, must be corrected up to the reference plane of the probe ($T_A$). This was done in the same manner previously described, and the reflection coefficient of the 1.4 GHz probe is shown in along with the 2.7 GHz probe in Fig. 5.6.

For each frequency, the antenna temperature is given by (5.5). Since only two independent measurements are taken, the temperature of the upper half-space temperature is assumed to be the same as room temperature, and the feed, top water, and glass are assumed to be at the same temperature. The following equations will
be solved to determine the unknown temperature where the superscripts 1 and 2 refer to the 1.4 GHz and 2.7 GHz measured antenna temperatures and weighting functions given in Table 5.3

$$T_A^n - W_u^n T_u = (W_f^n + W_{v1}^n + W_{v2}^n) T_{v1} + W_{v3} T_{v3} \quad \text{for} \quad n = 1, 2. \quad (5.19)$$
If the left hand side is considered to be $T_{M}^{n}$ and the weighting functions in the parenthesis are summed to be $W_{v}^{n}$, this may be written in matrix form as

$$
\begin{bmatrix}
T_{1M}^{1} \\
T_{2M}^{2}
\end{bmatrix}
= \begin{bmatrix}
W_{cv}^{1} & W_{v3}^{1} \\
W_{cv}^{2} & W_{v3}^{2}
\end{bmatrix}
\begin{bmatrix}
T_{v1} \\
T_{v3}
\end{bmatrix},
$$

(5.20)

which may be written in a compact form as

$$
T_{M} = W T_{v}.
$$

(5.21)

This matrix equation must be solved to determine the unknown volume temperatures. This is done using the least-squares method and optimal estimation method presented in Section 5.5.

### 5.6.1 Least-Squares Solution to Three Layer Measurement

The first, and simplest, method presented is the least-squares solution. The observations are given by $T_{M}^{n}$ which is the portion of measured antenna temperature delivered from the unknown volume. This is adjusted by the upper half-space temperature and simulated weighting function. The upper half-space temperature is assumed to be the same temperature as the cold calibration load which is measured using a thermocouple and the PicoTech data logger. Since the data logger samples at a different rate from the measurements, the temperature is fitted to the exponential equation in (5.7). The fit is also done for the two water layers so that the error in the radiometric estimate may be determined. The thermocouple measurements and fitted curves are shown in Fig. 5.7. Since $W$ is a square matrix, the least-squares solution is found by inverting the matrix.
Table 5.3: 1.4 and 2.7 GHz probe weighting functions on 10.3 mm water, 5 mm glass, and water.

<table>
<thead>
<tr>
<th>$f$ [GHz]</th>
<th>Upper ($W_u$)</th>
<th>Feed ($W_f$)</th>
<th>Top Water ($W_{v1}$)</th>
<th>Glass ($W_{v2}$)</th>
<th>Bot. Water ($W_{v3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.4</td>
<td>0.014</td>
<td>0.056</td>
<td>0.543</td>
<td>0.002</td>
<td>0.385</td>
</tr>
<tr>
<td>2.7</td>
<td>0.0132</td>
<td>0.0537</td>
<td>0.8590</td>
<td>0.0004</td>
<td>0.0737</td>
</tr>
</tbody>
</table>

and is given by

$$\hat{T}_v = W^{-1}T_M,$$  \hspace{1cm} (5.22)

where the hat denotes an estimate.

The results from the least-squares inversion are shown in Fig. 5.8 along with a fit (dashed line) to the exponential function for both least squares estimates. To quantify the accuracy of the least-squares estimate, comparisons will be made by calculating various quantities for errors. To avoid confusion in notation, the errors in an estimate $\hat{X}$ from the fitted thermocouple data $X$ will be defined as

- Error \[ \epsilon(\hat{X}) = |X - \hat{X}| \]
- Relative Error \[ \delta(\hat{X}) = \frac{|X - \hat{X}|}{X} \]
- Temperature Delta \[ \Delta\hat{X} = \max\hat{X} - \min\hat{X} \]
- Error Delta \[ \Delta\epsilon(\hat{X}) = \max\left[\epsilon(\hat{X})\right] - \min\left[\epsilon(\hat{X})\right] \]

The absolute errors in the least-squares estimate and its fit to the exponential function for both layers are shown in Fig. 5.9. The error in the fitted data is less than 0.8°C for the first layer of water, and less than
Figure 5.8: Least-squares raw estimate of the top ($\hat{T}_{v1}$) and bottom ($\hat{T}_{v3}$) water layers compared to fitted thermocouple measurements $T_{v1,\text{fit}}$ and $T_{v3,\text{fit}}$. The dashed black line shows the fit to the least-squares estimate.

9.6°C for the bottom layer of water. Although this error is large if absolute temperature is required, there are a number of applications that require only relative temperature e.g. circadian rhythm monitoring [111]. In this case, it is important that the error remain flat over time. For the fitted data, the difference between the maximum error and minimum error for the top layer is 0.7°C and 1.3°C for the bottom layer. Or if the change in temperature in each layer is considered, the fitted thermocouple data shows a change of 2.9°C for $T_{v3,\text{fit}}$ and 5.8°C for $T_{v1,\text{fit}}$. The fitted least squares estimates show changes of 1.8°C and 5.2°C for the bottom and top water layers respectively.

Figure 5.9: Absolute errors of the least-squares estimate for the top water ($\epsilon(\hat{T}_{v1})$) and bottom water ($\epsilon(\hat{T}_{v3})$), and the absolute error if the least-squares estimate are fitted to the exponential from (5.7) ($\epsilon(T_{v1,\text{fit}})$, $\epsilon(T_{v3,\text{fit}})$).
Next, the least-squares inversion is performed assuming only one unknown and two measurements. The top layer of water is assumed to be known, and the same inversion is performed. For example, it is straightforward to measure the temperature of the skin independently of radiometer estimates. The radiometric measurements $T_M^n$ are given by the left hand side of

$$T_A^n - W_u^n T_u - (W_f^n + W_{c1}^n + W_{c2}^n) T_{v1} = W_{v3}^n T_{v3} \quad \text{for} \quad n = 1, 2. \tag{5.23}$$

The result of the inversion and the error associated with it is shown in Fig. 5.10. The improvement in the least-squares estimate for two measurements and one unknown is seen by comparing the error parameters as shown in Table 5.4.

![Figure 5.10: Least-squares estimate and fit (a) of the bottom water ($\hat{T}_{v3}$, $\hat{T}_{v3, fit}$) compared to fitted the thermocouple measurement $T_{v3, fit}$.

Error (b) in the least-squares estimate ($\epsilon(\hat{T}_{v3})$) and fit ($\epsilon(\hat{T}_{v3, fit})$).](image)

Table 5.4: Comparison of the error in the least-squares estimate of $T_{v3}$ for two unknowns and one unknown.

<table>
<thead>
<tr>
<th>Error Parameter</th>
<th>Two Unknowns</th>
<th>One Unknown</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\max \left[ \epsilon(\hat{T}_{v3, fit}) \right] \ [{\degree C}]$</td>
<td>9.6</td>
<td>9.2</td>
</tr>
<tr>
<td>$\Delta \epsilon(\hat{T}_{v3, fit}) \ [{\degree C}]$</td>
<td>1.3</td>
<td>0.6</td>
</tr>
<tr>
<td>$\Delta(\hat{T}_{v3, fit}) \ [{\degree C}]$</td>
<td>1.8</td>
<td>2.3</td>
</tr>
<tr>
<td>$\delta \left[ \Delta(\hat{T}_{v3, fit}) \right] \ [%]$</td>
<td>35.9</td>
<td>19</td>
</tr>
</tbody>
</table>
5.6.2 Optimal Estimation of Three Layer Measurement

While the least-squares method yielded results that qualitatively track the changes in temperature, the relative errors in the estimate of the temperature change were as large as 35%. To improve this estimate, the optimal estimation technique will be applied to give a weighted estimate for the temperature profile. The two weighted estimates will be a “mean” profile and the radiometric estimate. For the purpose of demonstrating how accurate the estimate could be, the mean profile is assumed to be the exact value from the fitted thermocouple data given by

\[
\mathbf{T}_0 = \begin{bmatrix} T_{v1,\text{fit}} \\ T_{v3,\text{fit}} \end{bmatrix}. \tag{5.24}
\]

To ensure the data is not weighted too heavily on the exact values, the covariance matrix is assumed to be

\[
\mathbf{S}_0 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \tag{5.25}
\]

and the covariance matrix for the measurements is given by

\[
\mathbf{S}_M = \begin{bmatrix} \text{var}(T_{M1}^1) & 0 \\ 0 & \text{var}(T_{M2}^2) \end{bmatrix} = \begin{bmatrix} 0.30 & 0 \\ 0 & 0.98 \end{bmatrix}. \tag{5.26}
\]

The results from the optimal estimation utilizing the exact temperature values in the weighted inversion are shown in Fig. 5.11. A significant improvement can be seen in the error over the least-squares estimate,

![Figure 5.11: Optimal estimation of the top water ($\hat{T}_{v1}$) and bottom water ($\hat{T}_{v3}$) compared to fitted thermocouple measurements $T_{v1,\text{fit}}$ and $T_{v3,\text{fit}}$.](image-url)
which is to be expected as the estimate has been weighted with the exact data as seen in Fig. 5.12. While it may seem a bit deceiving to weight the data based on the measured thermocouple data, for most applications there is historical data of the “unknown” temperature that may be used to help constrain the estimate. This estimation method will be explored in further detail in the next section for estimating human body temperatures for monitoring the circadian rhythm.

As was done with the least-squares estimation, the optimal estimation technique is repeated if the top layer is assumed to be known. For this inversion, the covariance matrix of the measured values from (5.23) is

\[
S_M = \begin{bmatrix}
\text{var}(T_{v1}) & 0 \\
0 & \text{var}(T_{v3})
\end{bmatrix} = \begin{bmatrix}
0.12 & 0 \\
0 & 0.18
\end{bmatrix}.
\]

(5.27)

Since the variance of the measured values is lower if one unknown is assumed, the measurements will be weighted more than for two unknowns. As a result, the absolute error is larger than compared to the estimate with two unknowns. The results of the optimal estimation with one unknown are shown in Fig. 5.13, and a comparison of the optimal estimation and least-squares estimates is given for the top layer of water in Table 5.5 and for the bottom layer of water in Table 5.6.

5.6.3 Multi-frequency Estimates Discussion

The results shown in Tables 5.5 and 5.6 are compared in this section and the advantages and disadvantages of each method discussed. For the estimate of the top water layer \(\hat{T}_{v1,\text{fit}}\), the least-squares method yielded a
Figure 5.13: Optimal estimation and fit (a) of the bottom water ($\hat{T}_{v3}$, $\tilde{T}_{v3}$, fit) compared to fitted the thermocouple measurement $T_{v3,\text{fit}}$. Error (b) in the optimal estimate ($\epsilon(\hat{T}_{v3})$) and fit ($\epsilon(\tilde{T}_{v3,\text{fit}})$).

Table 5.5: Comparison of the error in the fitted least-squares (LS) estimate and the fitted optimal estimation (OP) of $T_{v1}$ with two unknowns.

<table>
<thead>
<tr>
<th>Error Parameter</th>
<th>LS</th>
<th>OP</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\max \left[ \epsilon(\tilde{T}_{v1,\text{fit}}) \right]$ [°C]</td>
<td>0.8</td>
<td>2</td>
</tr>
<tr>
<td>$\Delta \epsilon(\tilde{T}_{v1,\text{fit}})$ [°C]</td>
<td>0.7</td>
<td>0.5</td>
</tr>
<tr>
<td>$\Delta (\tilde{T}_{v1,\text{fit}})$ [°C]</td>
<td>5.2</td>
<td>5.5</td>
</tr>
<tr>
<td>$\epsilon \left[ \Delta(\tilde{T}_{v1,\text{fit}}) \right]$ [°C]</td>
<td>0.6</td>
<td>0.3</td>
</tr>
<tr>
<td>$\delta \left[ \Delta(\tilde{T}_{v1,\text{fit}}) \right]$ [%]</td>
<td>9.7</td>
<td>5.2</td>
</tr>
</tbody>
</table>

Table 5.6: Comparison of the error in the fitted least-squares (LS) estimate and the fitted optimal estimation (OP) of $T_{v3}$ with two unknowns and one unknown comparison.

<table>
<thead>
<tr>
<th>Error Parameter</th>
<th>LS-2 Unknowns</th>
<th>LS-1 Unknown</th>
<th>OP-2 Unknowns</th>
<th>OP-1 Unknown</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\max \left[ \epsilon(\tilde{T}_{v3,\text{fit}}) \right]$ [°C]</td>
<td>9.6</td>
<td>9.2</td>
<td>2</td>
<td>5.1</td>
</tr>
<tr>
<td>$\Delta \epsilon(\tilde{T}_{v3,\text{fit}})$ [°C]</td>
<td>1.3</td>
<td>0.6</td>
<td>0.2</td>
<td>0.4</td>
</tr>
<tr>
<td>$\Delta (\tilde{T}_{v3,\text{fit}})$ [°C]</td>
<td>1.8</td>
<td>2.3</td>
<td>2.7</td>
<td>2.5</td>
</tr>
<tr>
<td>$\epsilon \left[ \Delta(\tilde{T}_{v3,\text{fit}}) \right]$ [°C]</td>
<td>1</td>
<td>0.5</td>
<td>0.2</td>
<td>0.3</td>
</tr>
<tr>
<td>$\delta \left[ \Delta(\tilde{T}_{v3,\text{fit}}) \right]$ [%]</td>
<td>35.9</td>
<td>19</td>
<td>6.9</td>
<td>11.8</td>
</tr>
</tbody>
</table>

more accurate result in terms of maximum absolute error ($\max \left[ \epsilon(\tilde{T}_{v1,\text{fit}}) \right]$). However, the optimal estimation method where the estimate is a weighted average of the mean profile (exact data in this case) and the measured estimate yielded better results if the desired measurement is to track changes. This is illustrated by the error or relative error of the change in the temperature ($\epsilon \left[ \Delta(\tilde{T}_{v1,\text{fit}}) \right]$, $\delta \left[ \Delta(\tilde{T}_{v1,\text{fit}}) \right]$) which was 2.5% better for the optimal estimation method.
While accurately determining the surface temperature is of interest and impacts the estimation of subsurface temperature, the true goal of this measurement is to determine subsurface temperature. For the estimate of the bottom water layer $\hat{T}_{v3}$, the optimal estimation method was more accurate in terms of absolute error ($\max \left[ \epsilon(\hat{T}_{v3}) \right]$). While for the least-squares method the error improved if the surface temperature was assumed to be known, the optimal estimation method yielded a larger error for one unknown rather than two unknowns. This is to be expected as the measured radiometer values were weighted more heavily than if there were two unknowns ($S_{Mv}^{-1}$ is larger if there is one unknown). If the desired goal of the device is to track changes, the optimal estimation method is also better if there are two unknowns rather than one with a relative error in the change in temperature of $\delta \left[ \Delta(\hat{T}_{v3}) \right] = 6.9\%$ for two unknowns as opposed to $11.8\%$ for one unknown. However, both cases are better than the least squares inversion relative error in the change in temperature of $35.9\%$ and $19\%$ for two unknowns and one unknown respectively.

The mean profile $T_0$ used in the optimal estimation method utilized the data from the thermocouples as there is no historical data for the measurement setup. While this mean profile is a best case scenario, it demonstrates how the inversion can be constrained. For the optimal estimation with one unknown the estimate for $T$ from measured data $T_e$ where $T_e = D \hat{T}_M$ is the exact solution where $WD = I$ is weighted approximately 0.55, where as the mean profile $T_0$ is weighted by 0.45. However, the exact estimate depends on the weighting function $W$. Therefore the mean profile $T_0$ is weighted by 0.45, but the radiometer measurements from (5.23) are weighted by 1.4 for $T^1_M$ and 0.2 for $T^2_M$. These weights are given by

\[
(S_0^{-1} + W^T S_M^{-1} W)^{-1} S_0^{-1} = \begin{bmatrix} 0.45 \\ 1.4 \end{bmatrix}
\]  

(5.28)

\[
(S_0^{-1} + W^T S_M^{-1} W)^{-1} W^T S_M^{-1} = \begin{bmatrix} 0.2 \\ 0.45 \end{bmatrix}
\]  

(5.29)

which demonstrates that the radiometric measurement

\[
T^n_M = T^n_A - W^n_u T_u - (W^n_{v1} + W^n_{v2}) T_{v1}
\]  

(5.30)

is weighted most heavily for the 1.4 GHz measurement, followed by the mean profile, and finally the 2.7 GHz measurement has the least weight as very little power (7.4\%) is received from the bottom water layer at 2.7 GHz.
5.7 Tissue Thickness Variability Analysis

The previous measurements assumed that the weighting functions derived from simulation perfectly represented the problem being measured. The assumptions in the layer thicknesses used for the model may have been incorrect. This problem will arise in medical applications, as it will be difficult to measure the thickness of each tissue in an inexpensive manner. Nuclear magnetic resonance imaging (NMRI) is capable of this, but is a costly procedure. In this section, the problem of tissue thickness variability will be analyzed by generating simulated or “synthetic” radiometer data, which is often done to demonstrate the feasibility of determining temperature profiles for medical applications [11, 12, 41, 107]. Retrieval with inaccurate model data (electrical properties of tissues, skull thickness, and bolus thickness) has been investigated with artificial brightness temperature measurements for the application of hypothermal neural rescue therapy in infants by Hand et al [11]. Hand et al demonstrated deviations in bolus thickness and skull thickness lead to the largest inaccuracies. For the same application of hypothermal neural rescue, Sugiura et al [41] considered variation in the conductivity of the brain demonstrating a maximum estimation error of 0.95-1.05 K. Muzushina et al [105] considered fat thickness variability (5-25 mm) for the application of hyperthermia control. The fat thickness was assumed known, and a thickness of 15 mm gave the worst precision with a two standard deviation interval of 1 K up to a depth of 5 cm.

This motivates the question, how does error in the model used for the weighting function affect determining the temperature within the body? To investigate this problem, the application of monitoring the circadian rhythm will be considered. The circadian rhythm may be monitored by measuring core body temperature [111, 112]. Disruptions to the circadian rhythm have been linked to seasonal affective disorder (SAD) [111], Type 2 diabetes [113], and heart disease [114]. In particular, the treatment of SAD aims to increase the amplitude of the circadian rhythm [111], in which case the measure of amplitude is core temperature. The core body temperature is often measured with a rectal probe [111, 112] or a gastrointestinal (GI) pill temperature monitor [115]. In addition to monitoring core body temperature for circadian rhythm monitoring, there is interest in monitoring thermal stress by measuring core body temperature for athletic and occupational hazards [115].

Therefore, a wearable microwave radiometer could be used as a non-invasive device to measure core body
temperatures in clinical studies, and it is then necessary to known how variations in tissue thicknesses affect the estimate of important parameters for the circadian rhythm such as amplitude and phase. In this study, only effects due to incorrect weighting functions are considered, error due to change in the reflection coefficient is not considered. The variability in tissue thicknesses is studied purely in simulation for a three layer problem of skin, fat, and muscle. Weighting functions are determined for a set of probes (400 MHz, 1.4 GHz, 2.7 GHz, and 4.9 GHz) on tissues with variable thicknesses, radiometric measurements are generated in simulation, and estimates are made for the unknown core temperature.

The simulations of the probes to determine the weighting functions were carried out in Ansys HFSS. A three layer medium consisting of skin, fat, and muscle was analyzed with perfectly matched layer (PML) boundaries. The dipole was placed directly on the surface of the skin and was assumed to be a perfect electric conductor (PEC) fed with a lumped 50 $\Omega$ port. The thicknesses of the skin and fat were varied $\pm 10\%$ from the nominal values of 2 mm and 10 mm respectively in 5% increments. The dipole parameters such as frequency, length, width, and reflection coefficient (minimum and maximum for all tissue thicknesses) are shown in Table 5.7.

Table 5.7: Dipole parameters for the variability study of the three layer problem of skin, fat, and muscle.

| Frequency  | Length [mm] | Width [mm] | Min($|\Gamma|$) [dB] | Max($|\Gamma|$) [dB] |
|------------|-------------|------------|----------------------|----------------------|
| 400 MHz    | 96          | 1          | -18.2                | -17.3                |
| 1.4 GHz    | 27.4        | 1          | -27                  | -23.9                |
| 2.7 GHz    | 15          | 1          | -23.3                | -22.3                |
| 4.9 GHz    | 9           | 0.8        | -19.8                | -15.4                |

To test the variability in tissue thickness, simulated radiometric data was generated using the “correct” thickness that is within 10% of the nominal value. The goal of the analysis is to determine the unknown parameters of the muscle temperature. To create the radiometric estimates, first a temperature profile was generated for one day worth of data with temperatures corresponding to the circadian rhythm assuming the core amplitude is 0.4 $^\circ$C [112] (rectum measurements). The function for the skin was used to estimate the data presented in [112] for the proximal (core) skin temperature (weighted average of: infraclavicular area, midthigh, stomach, and forehead). The fat is assumed to be an average of the two layers, and the background temperature is assumed to be 22 $^\circ$C. The following equations describe the skin, muscle, fat, and background
temperatures as a function of time in hours as

\[
T_{\text{skin}}(t) = 34.5 - \left( e^{-\frac{(t-7)^2}{2(0.7)^2}} - e^{-\frac{(t-11)^2}{2(1)^2}} \right) \degree C
\]

\[
T_{\text{musc}}(t) = 36.6 + 0.4 \cos \left( \frac{2\pi}{24} \right) \degree C
\]

\[
T_{\text{fat}}(t) = \frac{T_{\text{skin}}(t) + T_{\text{musc}}(t)}{2} \degree C
\]

\[
T_{\text{bgnd}}(t) = 22 \degree C,
\]

which are shown for a 24 hour period in Fig. 5.14 along with measured data present by Kräuchi et al [112].

![Figure 5.14: Simulated temperatures of the skin, fat, and muscle over a 24 hour period along with measured data present by Kräuchi et al [112].](image)

The goal of this analysis to estimate how error in the weighting function affects the estimate of the muscle temperature. This was done by creating radiometric data from a correct weighting function \( W_c \), then using both the correct weighting function and the nominal weighting function \( W_n \), an estimate of the tissue temperatures was determined. After the data was inverted, the non-linear regression tool \texttt{curve_fit} available in the Python library SciPy was used to fit to the unknown function given by

\[
A \cos(Bt + C) + D.
\]

This analysis was simulated in Python with the following steps:

- Select a correct weighting function \( W_c \) corresponding to one of the combinations of tissue thicknesses varying up to 10% from the nominal values.
• Generate a radiometric observation at one minute intervals by adding noise \( \mathbf{e} \) characterized by a normal distribution with zero mean and a standard deviation of 0.05 where the radiometric measurements are given by

\[
\mathbf{T}_M = \mathbf{W}_c^\top \mathbf{T} + \mathbf{e}
\]  

(5.33)

where \( \mathbf{T} \) is a vector of the actual tissue temperature from (5.31).

• Estimate the tissue temperatures from the radiometric measurements using the least-squares method and the optimal estimation method for both the correct weighting function and nominal weighting function. The covariance matrices used in the optimal estimation were assumed to be \( \mathbf{S}_0 = \mathbf{I} \) and \( \mathbf{S}_M = 0.0025\mathbf{I} \) where \( \mathbf{I} \) is the identity matrix, and the mean profile \( \mathbf{T}_0 \) was assumed to be

\[
\mathbf{T}_0 = \begin{bmatrix}
36.6 \\
35.55 \\
34.5 \\
22 \\
\end{bmatrix} \text{°C.}
\]  

(5.34)

• After 24 hours of data has been estimated, the result is fit to the function in (5.32) to determine the unknown parameters \( A^i, B^i, C^i, \) and \( D^i. \)

• For each correct weighting function repeat this process 500 times to estimate the mean value \( \overline{X^i} \) of the unknown parameter and the standard deviation \( \sigma(X^i) \) \( (X = A, B, C, \) or \( D). \)

• After all the weighting functions have been used to generate data, find the error by determining the minimum of all the values minus the corresponding standard deviation, and the maximum of all the values plus the standard deviation. The following will be considered the error bound

\[
\text{Error Bound (EB)} = +\text{Max} \left[ \overline{X^i} + \sigma(X^i) \right] - X_{\text{Actual}} \\
-\text{Min} \left[ \overline{X^i} - \sigma(X^i) \right] - X_{\text{Actual}}
\]  

(5.35)

and the relative error bound normalized to the actual value is

\[
\text{Relative Error Bound (REB)} = \frac{+\text{Max} \left[ \overline{X^i} + \sigma(X^i) \right] - X_{\text{Actual}}}{X_{\text{Actual}}} \\
-\frac{-\text{Min} \left[ \overline{X^i} - \sigma(X^i) \right] - X_{\text{Actual}}}{X_{\text{Actual}}}
\]  

(5.36)

where \( \overline{X^i} \) is the average from each iteration of the weighting function for \( X = A, B, C, \) or \( D. \)
This procedure is detailed in the code diagram shown in Fig. 5.15, and was repeated for three cases with:

(1) Four measurements (400 MHz, 1.4 GHz, 2.7 GHz, and 4.9 GHz) and four unknowns (skin, fat, muscle, and background)

(2) Four measurements (400 MHz, 1.4 GHz, 2.7 GHz, and 4.9 GHz) and two unknowns (fat and muscle)

(3) Three measurements (1.4 GHz, 2.7 GHz, and 4.9 GHz) and two unknowns (fat and muscle)

The results of the simulations are shown for the nominal weighting functions in Table 5.8, where the column heading “M,U” refers to the number of measurements and unknowns along with the results if the correct weighting function is used as shown in Table 5.9. Table 5.8 shows the results of the inversion if the nominal weighting function is used instead of the correct one.

Table 5.8: Summary of analysis where various methods are used to invert the data using the nominal weighting function for radiometric observations generated by tissues properties varying 10% from the nominal values of 2 mm of skin and 10 mm of fat. The table presents the error in the estimates for the unknown muscle temperature parameters.

<table>
<thead>
<tr>
<th>Method</th>
<th>M,U</th>
<th>REB(Mean) [%]</th>
<th>REB(Amp.) [%]</th>
<th>REB(Period) [%]</th>
<th>EB(Phase) [Hrs.]</th>
</tr>
</thead>
<tbody>
<tr>
<td>LS</td>
<td>4,4</td>
<td>+39</td>
<td>+3528</td>
<td>+200</td>
<td>+25.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-34</td>
<td>-3143</td>
<td>-197</td>
<td>-21.9</td>
</tr>
<tr>
<td>OP</td>
<td>4,4</td>
<td>+1.5</td>
<td>+6.7</td>
<td>+2.9</td>
<td>+0.48</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-1.5</td>
<td>-9.7</td>
<td>-5.9</td>
<td>-0.42</td>
</tr>
<tr>
<td>LS</td>
<td>4,2</td>
<td>+1.8</td>
<td>+12.1</td>
<td>+6.6</td>
<td>+0.82</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-1.7</td>
<td>-11.3</td>
<td>-7.6</td>
<td>-0.69</td>
</tr>
<tr>
<td>OP</td>
<td>4,2</td>
<td>+1.3</td>
<td>+8.8</td>
<td>+3.3</td>
<td>+0.47</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-1.3</td>
<td>-7.9</td>
<td>-6.6</td>
<td>-0.43</td>
</tr>
<tr>
<td>LS</td>
<td>3,2</td>
<td>+2.2</td>
<td>+12.4</td>
<td>+8.3</td>
<td>+1.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-2.0</td>
<td>-11.5</td>
<td>-7.2</td>
<td>-0.74</td>
</tr>
<tr>
<td>OP</td>
<td>3,2</td>
<td>+1.3</td>
<td>+9.9</td>
<td>+3.1</td>
<td>+0.49</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-1.3</td>
<td>-6.8</td>
<td>-6.0</td>
<td>-0.43</td>
</tr>
</tbody>
</table>

It can be seen for the least-squares inversion with four measurements and four unknowns, both the correct and nominal weighting functions yield results that, due to the noise in the measurement and error in the weighting function, may vary a great deal from the correct value. For the amplitude and correct weighting function it is up to 10136%. These results would not make a useful medical device. However, if the optimal estimation technique is used, the estimate for the amplitude within 10% of the nominal value when utilizing the nominal weighting function. The least-squares estimate yields better results if there are more measurements.
than unknowns, where value of the amplitude estimate is within 12.5% of the actual value when utilizing the nominal weighting function.

This analysis demonstrated that if tissue thicknesses vary 10% from the model used for the weighting
function, accurate estimates can be made for the amplitude of the core body temperature. Optimal estimation may be used to improve the estimate if there are an equal number of measurements and unknowns. The least-squares method is useful if there are more measurements than unknowns. It must be noted that this inversion analysis is specific to the probes simulated, tissue model, and noise assumed in the measurements. Additionally, the mean profile used in the optimal estimation is very close to the actual temperature as they do not vary much from their mean value. This, however, is a reasonable assumption as a body temperature less than 35°C is considered hypothermic, and greater than 38.3°C is considered hyperthermic.

5.8 Conclusion

The following list summarizes the contributions from this chapter.

- Demonstrated detection of temperature change for a water phantom utilizing both the 1.4 GHz and 2.7 GHz radiometers and probes.

- Using a single frequency measurement, determined subsurface temperature of a three layer medium consisting of water, glass, and water with the 1.4 GHz radiometer.

- Demonstrated multi-frequency subsurface temperature detection using both the 1.4 GHz and 2.7 GHz radiometers simultaneously.
• Discussed the least-squares and optimal estimation method and applied both to the temperature
estimates from the two-frequency system measurements. The optimal estimation method helps to
constrain the problem by weighting measured results with historical data.

• Analyzed the error in temperature estimates if incorrect weighting functions are used by simulating
radiometer data for a model of three layer tissue model of skin, fat, and muscle, demonstrating useful
results if there are more measurements than unknowns or if the optimal estimation technique is used
with an accurate historical temperature profile.
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6.1 Summary

In summary, this research has addressed the analysis and design of a microwave radiometer system capable of measuring subsurface temperature changes with a near-field probe. A background of radiometry specific to near-field sensing was presented. Microwave radiometers are practical for addressing medical problems in which it is necessary to determine subsurface temperature because at microwave frequencies sensing depths of up to 3-7 cm are achievable [4, 5]. Microwave radiometry for non-invasive temperature measurements is based on near-field power reception and holds promise to achieve the spatial resolution and sensing depth necessary for a variety of medical applications, including cancer detection [7, 8]. Monitoring drug delivery for cancer treatment [9], hyperthermia temperature control [10], hypothermic neural rescue of infants suffering from hypoxia-ischemia [11, 12], and detection of vesicoureteral reflux in children [13, 14] also utilize non-invasive near-field radiometric measurements. Measurement of elevated joint temperature to detect arthritis by non-
invasive microwave thermometry has also been investigated [5, 15]. Quantification of in vivo inflammation in atherosclerotic plaques by means of non-invasive microwave radiometry has been applied to the area of vascular pathology [16, 17].

While there are a number of applications in which near-field radiometry has been investigated, monitoring the circadian rhythm, which is considered in this thesis, is a promising application for determining core body temperature, and has not previously been discussed as an application. A number of challenges must be addressed for this application: operation in a congested RF environment, compact size of the receiver and probe, subject variability. These challenges are considered in this thesis. To address operation in a congested RF environment, “quiet” frequency bands reserved for radio astronomy and remote sensing are be used. Separate dipole probes that can be light-weight and flexible not only address the size restrictions, but also help with filtering unwanted interference.

Since a dipole was the choice of probe to receive thermal emissions from the human body, the limitations on sensing depth were explored using a spectral domain analysis. While the dipole is one aspect of reducing the size of the radiometer, MMIC circuits that addressed circuitry such as calibration were presented as a way of reducing the overall size of the receiver by demonstrating on-chip circuitry.

To demonstrate the approach of using “quiet” frequency bands with dipoles as the probe, a water phantom was used to demonstrate detection of subsurface temperature changes at a depth of 1.5 cm. The measurements were made with receivers that were designed specifically to operate at 1.4 GHz and 2.7 GHz. Finally, the issue of tissue thickness variability was explored by generating simulated radiometer data to determine how error in the model used for the weighting function affects determining core body temperature variations for monitoring the circadian rhythm.

### 6.2 Future Work

The results from this thesis demonstrated a proof-of-concept for detecting temperature changes at a depth using a water phantom. Additionally, the sensing limitations were discussed, and variability in the model used to invert the radiometric data was analyzed for the application of monitoring the circadian rhythm. The selection of frequencies and compact dipole probes were chosen so that the radiometer system could be a
wearable device operated in a congested RF environment which may be encountered in a clinical testing application. While there are a number of applications for non-invasive temperature sensing which were briefly mentioned in the introduction, monitoring core body temperature for clinical studies would be a good candidate for demonstrating this system as a useful non-invasive medical device. Before this system can be implemented for this purpose, however, a few challenges remain. The three challenges that have the most immediate need are (1) improving the phantom model used for demonstration, (2) analyzing the affect of tissue variability, and (3) integration of the receiver to develop a compact system for use in monitoring the circadian rhythm. Each challenge is addressed below.

The current model used for the proof-of-concept was a water phantom in which the bottom water layer varied 3°C in temperature and the top layer water change 5°C over a time period of 30 minutes. While this demonstrated the measurement of subsurface temperature changes, it will be necessary to develop a more accurate phantom model that not only mimics the electric properties of tissues (e.g. [47–49]), but also the temperature changes in the body on similar time scales. This improved phantom could be further used to explore the sensing depths predicted by the formulas presented in Chapter 4.

The second issue of tissue thickness variability may be explored in further detail with the improved phantom model. Resources such as the “Virtual Population” provided by the IT’IS Foundation [30,116] as seen in Fig. 6.1 can be a guide to developing an improved model. The probes developed for this phantom could be simulated in commercial software such as Ansys HFSS to generated a library of weighting functions. This library of weighting functions could then be used to place error bounds on the estimated temperature given the confidence in the estimated tissue layer thicknesses. The accuracy of the estimated temperature may be improved by using the optimal estimation technique as demonstrated in Chapter 5. With this measurement setup, historical data could be generated by running the experiment several times under the same controlled conditions, and then used as a more appropriate mean temperature profile in the optimal estimation method. The results of these controlled experiments may further demonstrate the applicability of the system to be used for medical applications, and will help determine where the system is insufficient.

Finally, to extend this proof-of-concept to deployment in a clinical testing facility, the radiometers must be integrated. A first step would be to integrate each receiver onto a single PCB with compact surface mount
parts. Fig. 6.2 demonstrates a prototype radiometer board that is the size of a credit card (8.2 cm × 5 cm) neglecting the connectors. Multiple receivers at two or three different frequencies would be developed on separate boards, and then integrated into a single housing that could be worn by the patient. Cables would then extend from the receivers to the probes, and the output of the receivers would have to be measured by a compact low power microcontroller such as the MSP430 available from Texas Instruments [117].

The end goal for the system would be to accurately measure core body temperature changes as predicted by the results presented in Chapter 5 in a less invasive manner than current methods such as rectal thermistor probes [111, 112]. This could first by done by the portable hybrid boards detailed earlier, and then be implemented in an integrated system-on-a-chip. The LNAs used in the receiver can easily be integrated on chip as commercial LNAs are often just packaged MMICs. Chapter 3 addressed two circuits that can be used to help integrate the entire system onto a single chip. Integrating as many components of the receiver as possible onto a single chip will increase the usability of the system as it will interfere less with the user given the reduced size. Ultimately a CMOS process would be a great candidate for implementing a system-on-chip.
CMOS RFIC receivers in the frequency range of 1 to 5 GHz have been presented demonstrating noise figures from 4-7 dB and gain from 10-48 dB [118–121].

A clinical environment would provide the opportunity to validate estimates from radiometer measurements with data from thermistor probes. This would also provide an opportunity to further explore how variability in tissue thicknesses affects the inverse problem where weighting functions are generated by simulating a simplified model of the human body. As tissue thicknesses vary from person to person a suite of probes should be made for patients corresponding to a category of tissue thicknesses. This will ensure the probe is matched and error is not introduced due to reflection from the receiver. For each probe, a library of weighting functions can be used to invert the measurements to provide a confidence interval for the estimated value. This system, including the receivers, probe suite, and library of weighting functions could prove to be flexible to meet the needs of various patients. In addition, an array may be used to focus the sensing within the body, however, the inverse problem in this case will be more complicated and will need a more detailed model such as those from [30]. Historical data from thermistor probes could be used in the as the mean profile in the optimal estimation technique which, in Chapter 5, demonstrated how the method may be used to help constrain the inversion which will not only improve the accuracy, but also the variance of the estimate. Mean profiles in the analysis were assumed to very close to the exact value. This motivates the need for acquiring historical data
on a patient or classification of patients that may be used in as the mean profile in the optimal estimation technique.

6.3 Contributions

Specific contributions from the material presented in Chapters 2-5 are summarized below.

Chapter 2 presented the background, design, and measurements of two radiometers designed for 1.4 GHz and 2.7 GHz operation. The narrow frequencies bands selected were chosen because they are “quiet” bands reserved for radio astronomy and remote sensing, and at the expense of radiometer sensitivity, which, may be improved by increasing the integration time. In addition to the receiver, the probe is an essential part of the system for near-field temperature sensing, and multiple designs were presented. The following list summarizes the contributions from this chapter.

- To address the problem of operation in a congested RF environment, narrow frequency bands allocated for remote sensing and radio astronomy were utilized.

- Two radiometers capable of detecting temperatures in the range of the human body have been designed using the two-load architecture for flexibility in the mode of operation. Their performance was characterized in terms of the sensitivity to input power and frequency selectivity. In addition, the Allan variance when measuring a constant temperature water half-space was determined. The frequencies of operation for the radiometers were 1.4 GHz and 2.7 GHz.

- Two dipole probes were presented to measure temperature changes of a water phantom.

- Two multi-frequency probes were designed for measuring human tissues. The design methodology allowed for separate feeds for each frequency while maintaining SAR patterns that coincide spatially.

- A two frequency (400 MHz and 1.4 GHz) probe designed to be matched when placed on the human sternum was presented in Chapter 2 and the results were reported in [122].

- A three frequency probe (1.4, 2.7, and 4.9 GHz) was designed and measured and the results are reported in [123] that is currently under review for publication in the Transactions on Antennas and Propagation.
To address the goal of developing a compact system, Chapter 3 presents two GaAs MMICs: a tunable coupler and an active “cold” calibration standard. The first MMIC presented was the tunable coupler which may be used in a radiation balance radiometer architecture combining the fixed directional coupler and tunable attenuator into one circuit. The following list summarizes the contributions from the tunable coupler.

- Presented design procedure for a tunable coupler utilizing even and odd mode analysis.
- Designed a 2 GHz tunable coupler in a TriQuint 0.5\(\mu\)m GaAs process with a coupling coefficient ranging from 6.6 to 60 dB.
- Results from this paper were presented at the 2012 International Microwave Symposium [78]. The paper was selected as a finalist in the student paper competition (the top 26 out of 356 student papers were chosen as finalists).

The second MMIC presented in Chapter 3 was an active cold noise source for an on-chip calibration standard. The following list summarizes the contributions from the cold noise source.

- A design procedure for obtaining a minimum equivalent noise temperature of an active cold load was presented utilizing the equations given in [86].
- An example was shown demonstrating a minimum in \(T_{s,1}\) for two different bias points of a TriQuint 0.5\(\mu\)m GaAs pHEMT device using TriQuint’s nonlinear TOM3 model.
- The procedure was applied to a 1.4 GHz GaAs MMIC which demonstrated a measured equivalent noise temperature of less than 90 K from 1.3 GHz to 1.5 GHz while maintaining a return loss greater than 28 dB.
- Results from this work were presented at the 2013 Compound Semiconductor IC Symposium (CSICS) [124].

Chapter 4 investigated modeling of the interaction of human tissues with a probe antenna situated on the surface of the skin. An improved sensing depth metric was presented and analyzed for a water phantom, and a three layer tissue model of skin, fat, and muscle. The results from this chapter are currently under review.
for publication in the Transactions on Antennas and Propagation [123]. The following list summarizes the contributions from this chapter.

- A simplified model of a dipole in a lossy stratified medium was analyzed using a spectral-domain technique to determine the input impedance and sensing depth, defined in terms of the dipole near-field weighting functions, the total power radiometer sensitivity, and the desired temperature resolution.

- The technique was verified for the general case of a dipole on a water half-space by comparing impedance and normalized power dissipation to commercial FEM software, Ansys HFSS, with good agreement. Additional verification was presented for the input impedance of a dipole on a water half-space and a GaAs half-space by comparison to results presented in the literature.

- The analysis demonstrates simple propagation models do not accurately reflect the way power will be received from a dipole in contact with tissues.

- The results enable the design of other types of probes for a desired sensing depth by extending the theory to a three layer human tissue model of skin, fat, and muscle. The input impedance is validated with Ansys HFSS, and the sensing depth is compared for different tissue thicknesses demonstrating a difference in sensing depth for different thicknesses of skin and fat.

Chapter 5 utilized the radiometers presented in Chapter 2 to demonstrate the detection of subsurface temperature changes using a water, glass, water phantom. Additionally, the question of weighting function model validity is addressed by simulation of a radiometer measuring thermal emission from a three layer tissue medium of skin, fat, and muscle. The following list summarizes the contributions from this chapter.

- Demonstrated detection of temperature change for a water half-space phantom utilizing both the 1.4 GHz and 2.7 GHz radiometers and probes

- Using a single frequency measurement, determined subsurface temperature of a three layer medium consisting of water, glass, and water with the 1.4 GHz radiometer

- Demonstrated multi-frequency subsurface temperature detection using both the 1.4 GHz and 2.7 GHz radiometers simultaneously. The error in the absolute temperature and detection of the change in
temperature is discussed.

- Discussed the least-squares and optimal estimation method and applied to estimate the temperature of the three layer medium using the two-frequency system measurements. The optimal estimation method helps to constrain the problem by weighting measured results with historical data.

- Analyzed the error in temperature estimates if incorrect weighting functions are used by simulating a radiometer system measuring thermal emission from a three layer tissue model of skin, fat, and muscle. This analysis demonstrated useful results if there are more measurements than unknowns or if the optimal estimation technique is used with an accurate historical temperature profile.

In summary, this thesis paves a path towards a wearable microwave thermometer for core body temperature measurement. The basic principles are identified and demonstrated, showing the feasibility and opening up several areas for future research.
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Appendix A

Variational Solution to the Input Impedance

A variational solution to the input impedance can be found using the induced EMF method. This is the same as presented by Galejs [93] and Sec. 9.1 of [94] and is summarized here for clarity. To determine the input impedance the antenna current density is represented by the trial function

\[ J_x(x, y) = [A f_A(x) + B f_B(x)] f(y) \]  \hspace{1cm} (A.1)

where

\[ f_A(x) = \sin[k(l/2 - |x|)] \]  \hspace{1cm} (A.2)

\[ f_B(x) = 1 - \cos[k(l/2 - |x|)] \]  \hspace{1cm} (A.3)

\[ f(y) = \frac{1}{W}. \]  \hspace{1cm} (A.4)

The Fourier transform of (A.1) is given by

\[ \tilde{J}_x(\alpha, \beta) = \frac{k}{2\pi^2} \text{sinc}(\beta W/2) [A g_A(\alpha) + B g_B(\alpha)] \]  \hspace{1cm} (A.5)
where
\[
g_A(\alpha) = \frac{1}{k^2 - \alpha^2} \left[ \cos \left( \frac{\alpha l}{2} \right) - \cos \left( \frac{kl}{2} \right) \right]
\]  
(A.6)
\[
g_B(\alpha) = \frac{1}{k^2 - \alpha^2} \left[ \frac{k}{\alpha} \sin \left( \frac{\alpha l}{2} \right) - \sin \left( \frac{kl}{2} \right) \right].
\]  
(A.7)

Substituting (A.5) into (4.57) yields
\[
Z_{in} = A^2 \zeta_{AA} + 2AB \zeta_{AB} + B^2 \zeta_{BB}
\]  
(A.8)
where
\[
\zeta_{NM} = \frac{4jk^2 \omega}{\pi^2} \int_0^\infty \int_0^\infty \text{sinc}^2(\beta W/2) \tilde{F}(\alpha, \beta) g_N(\alpha) g_M(\alpha) d\alpha d\beta
\]  
(A.9)
and \( N, M = A \) and/or \( B \). Dividing the numerator and denominator of (A.8) by \( AB \) yields an expression in terms of the ratio \( A/B \)
\[
Z_{in} = \frac{(A/B) \zeta_{AA} + 2 \zeta_{AB} + (B/A) \zeta_{BB}}{(A/B) f_A(0)^2 + 2 f_A(0) f_B(0) + (B/A) f_B(0)^2}.
\]  
(A.10)

The impedance is stationary such that a small change in the current about its correct value will cause a zero first order change in the impedance. The stationary nature of the impedance is utilized to find the ratio \( A/B \) by requiring \( \partial Z_{in} / \partial (A/B) = 0 \). Performing the differentiation and solving gives
\[
\frac{A}{B} = \frac{f_A(0) \zeta_{BB} - f_B(0) \zeta_{AB}}{f_B(0) \zeta_{AA} - f_A(0) \zeta_{AB}}
\]  
(A.11)
\[
Z_{in} = \frac{\zeta_{AA} \zeta_{BB} - \zeta_{AB}^2}{\Delta}
\]  
(A.12)
where
\[
\Delta = f_B(0)^2 \zeta_{AA} - 2 f_A(0) f_B(0) \zeta_{AB} + f_A(0)^2 \zeta_{BB}.
\]  
(A.13)
Appendix B

Power Flow in a Stratified Medium

The expression for the power flow, or real power passing through a plane in the $i$-th layer of a stratified medium is given from (4.59) using the transformed fields in (4.24) where

\[
\tilde{E}_{xi} = [-A_i \beta \mu_i (e^{-2s\gamma_i z} + \Gamma_{ai}) + j s B_i \omega \mu_i (e^{-2s\gamma_i z} - \Gamma_{bi})] e^{s\gamma_i z} \quad \text{(B.1)}
\]

\[
\tilde{H}_{y,-1} = [j s A_i \beta \gamma_i (e^{-2s\gamma_i z} - \Gamma_{ai}) - B_i \omega \epsilon_i \alpha (e^{-2s\gamma_i z} + \Gamma_{bi})] e^{s\gamma_i z} \quad \text{(B.2)}
\]

\[
\tilde{H}_{y,-1}^* = [-j s A_i^* \beta \gamma_i^* (e^{-2s\gamma_i^* z} - \Gamma_{ai}^*) - B_i^* \omega \epsilon_i^* \alpha (e^{-2s\gamma_i^* z} + \Gamma_{bi}^*)] e^{s\gamma_i^* z}. \quad \text{(B.3)}
\]

Multiplying (B.1) by (B.3)

\[
\tilde{E}_{xi} \tilde{H}_{y} = [j s |A_i|^2 \beta^2 \omega \mu_i \gamma_i^* (e^{-2s\gamma_i z} + \Gamma_{ai}) (e^{-2s\gamma_i^* z} - \Gamma_{ai}^*) \]
\[
+ A_i B_i^* \omega^2 \mu_i \epsilon_i^* \alpha \beta (e^{-2s\gamma_i z} + \Gamma_{ai}) (e^{-2s\gamma_i^* z} + \Gamma_{bi}^*) \]
\[
+ A_i^* B_i \alpha \beta \gamma_i^2 (e^{-2s\gamma_i z} - \Gamma_{bi}) (e^{-2s\gamma_i^* z} - \Gamma_{ai}^*) \]
\[
- j s |B_i|^2 \omega \epsilon_i^* \gamma_i^2 (e^{-2s\gamma_i z} - \Gamma_{bi}) (e^{-2s\gamma_i^* z} + \Gamma_{bi}^*)] e^{2s \text{Re}(\gamma_i) z}. \quad \text{(B.4)}
\]
Again using the transformed fields in (4.24)

\[
\tilde{E}_{yi} = [A_i \alpha \omega \mu_i \left(e^{-2s\gamma_i z} + \Gamma_{ai}\right) + jsB_i \beta \gamma_i \left(e^{-2s\gamma_i z} - \Gamma_{bi}\right)] e^{s\gamma_i z} \\
\tilde{H}_{xi} = [jsA_i \alpha \gamma_i \left(e^{-2s\gamma_i z} - \Gamma_{ai}\right) + B_i \omega \epsilon_i \beta \left(e^{-2s\gamma_i z} + \Gamma_{bi}\right)] e^{s\gamma_i z} \\
\tilde{H}^*_{xi} = [-jsA_i^* \alpha \gamma_i^* \left(e^{-2s\gamma_i^* z} - \Gamma_{ai}^*\right) + B_i^* \omega \epsilon_i^* \beta \left(e^{-2s\gamma_i^* z} + \Gamma_{bi}^*\right)] e^{s\gamma_i^* z}. 
\] (B.5) (B.6) (B.7)

Multiplying (B.5) by (B.7)

\[
\tilde{E}_{yi} \tilde{H}^*_{xi} = [-js|A_i|^2 \alpha^2 \omega \mu_i \gamma_i^* \left(e^{-2s\gamma_i z} + \Gamma_{ai}\right) \left(e^{-2s\gamma_i^* z} - \Gamma_{ai}^*\right) \\
+ A_i B_i^* \omega^2 \mu_i \epsilon_i^* \alpha \beta \left(e^{-2s\gamma_i z} + \Gamma_{ai}\right) \left(e^{-2s\gamma_i^* z} + \Gamma_{bi}\right) \\
+ A_i^* B_i \alpha \beta |\gamma_i|^2 \left(e^{-2s\gamma_i z} - \Gamma_{ai}\right) \left(e^{-2s\gamma_i^* z} - \Gamma_{ai}^*\right) \\
+ js|B_i|^2 \omega \epsilon_i^* \gamma_i^* \beta^2 \left(e^{-2s\gamma_i z} - \Gamma_{bi}\right) \left(e^{-2s\gamma_i^* z} + \Gamma_{bi}\right)] e^{2sRe(\gamma_i) z}. 
\] (B.8)

The expression for the power flow, or real power passing through a plane in the \(i\)-th layer of a stratified medium is found by subtracting (B.8) from (B.4) and combining with (4.59) yields

\[
P(z) = -2\pi^2 \omega \text{Im} \left\{ \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} (\alpha^2 + \beta^2) \\
\times \left[ |A_i|^2 \mu_i \gamma_i \left(e^{-2sRe(\gamma_i) z} - \Gamma_{ai} e^{-2jsIm(\gamma_i) z} + \Gamma_{ai} e^{2jsIm(\gamma_i) z} - |\Gamma_{ai}|^2 e^{2sRe(\gamma_i) z}\right) \\
- |B_i|^2 \epsilon_i^* \gamma_i \left(e^{-2sRe(\gamma_i) z} + \Gamma_{bi} e^{-2jsIm(\gamma_i) z} - \Gamma_{bi} e^{2jsIm(\gamma_i) z} - |\Gamma_{bi}|^2 e^{2sRe(\gamma_i) z}\right) \right] d\alpha d\beta \right\}. 
\] (B.9)
## Appendix C

## Units

Table C.1: Table of units for various quantities used in this document.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Symbol</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spectral Brightness</td>
<td>$B_f$</td>
<td>W·m$^{-2}$·sr$^{-1}$·Hz$^{-1}$</td>
</tr>
<tr>
<td>Current density (surface)</td>
<td>$J_s$</td>
<td>A/m</td>
</tr>
<tr>
<td>Spatial domain current density (surface)</td>
<td>$\bar{J}_s$</td>
<td>A · m</td>
</tr>
<tr>
<td>TE amplitude coefficient</td>
<td>$A_i$</td>
<td>A·m$^3$</td>
</tr>
<tr>
<td>TM amplitude coefficient</td>
<td>$B_i$</td>
<td>A·s·m$^3$/F</td>
</tr>
<tr>
<td>$x$ spatial transform variable</td>
<td>$\alpha$</td>
<td>m$^{-1}$</td>
</tr>
<tr>
<td>$y$ spatial transform variable</td>
<td>$\beta$</td>
<td>m$^{-1}$</td>
</tr>
</tbody>
</table>
Appendix D

Python Code for Probe Analysis

Listing D.1: TE Reflection Coefficient $\Gamma_{ai}$

```python
## Functions for solving spectral domain fields
def gamma_a(zs, ks):
    """Calculates the TE reflection coefficient."
    
    Parameters
    --------
    zs : array
        Locations of layer interface between i and i+1 layer
    ks : array of complex
        Array of complex propagation coefficients
    
    Returns
    ------
    gamma : function
        Function of the transform variables a and b for the TE reflection
        coefficient
    """
    vals = zs.shape[0]
    if vals == 0:
        return lambda a, b: 0
    else:
        z = zs[0]
        s = sign(z)
        gam0 = lambda a, b: mpmath.sqrt(((a + 0j) ** 2 + (b + 0j)**2) - ks[0] ** 2)
        gam1 = lambda a, b: mpmath.sqrt(((a + 0j) ** 2 + (b + 0j)**2) - ks[1] ** 2)
        Gamp = gamma_a(zs[1:], ks[1:]):
        return lambda a, b: e ** (-2 * s * gam0(a, b) * z) * \
        (e ** (-2 * s * gam1(a,b) * z) + Gamp(a, b) - \ 
        (gam1(a, b) / gam0(a, b)) * (e ** (-2 * s * gam1(a,b) * z) - \ 
        Gamp(a, b)))) / \ 
        (e**(-2 * s * gam1(a, b) * z) + Gamp(a, b) + \ 
        (gam1(a, b) / gam0(a, b)) * (e ** (-2 * s * gam1(a,b) * z) - \ 
        Gamp(a, b)))
```

Listing D.2: TM Reflection Coefficient $\Gamma_{bi}$

```python
def gamma_b(zs, eps, ks):
    """Calculates the TM reflection coefficient.

    Parameters
    ----------
    zs : array
        Locations of layer interface between i and i+1 layer
    eps : array of complex
        Array of complex permittivity for each layer
    ks : array of complex
        Array of complex propagation coefficient

    Returns
    -------
    gamma : function
        Function of the transform variables a and b for the TM reflection coefficient
    ""
    vals = zs.shape[0]
    if vals == 0:
        return lambda a, b: 0
    else:
        z = zs[0]
        s = sign(z)
        gam0 = lambda a, b: mpmath.sqrt(((a + 0j) ** 2 + (b + 0j) ** 2) - ks[0] ** 2)
        gam1 = lambda a, b: mpmath.sqrt(((a + 0j) ** 2 + (b + 0j) ** 2) - ks[1] ** 2)
        Gamp = gamma_b(zs[1:], eps[1:], ks[1:])
        return lambda a, b: e ** (-2 * s * gam0(a, b) * z) * (e ** (-2 * s * gam1(a, b) * z) + Gamp(a, b) - 
            (eps[0] * gam1(a, b)) / (eps[1] * gam0(a, b)) * (e ** (-2 * s * eps[0] * gam1(a, b)) / (eps[1] * gam0(a, b)) + 
                gam1(a, b) * (eps[0] + gam0(a, b))) / (eps[1] * gam0(a, b)) + 
                Gamp(a, b) + (eps[0] + gam1(a, b)) / (eps[1] + gam0(a, b)) + 
```

Listing D.3: TE Amplitude Coefficient $A_i$

```python
def amplitude_a(zs, ks, zfull, kfull, k1, G1, s):
    """Calculates the ith TE amplitude coefficient.

    Parameters
    ----------
    zs : array
        Locations of layer interface between i and i+1 layer
    ks : array of complex
        Array of propagation constants for each layer
    zfull : array
        Locations of all the layers which is neccessary for calulcating the reflection coefficients
    kfull : array of complex
        Array of all the complex propagation constants for each layer which is necessary for calculating the reflection coefficients
    k1 : complex
        Other half-space propagation constant
    G1 : function
        Other half-space TE reflection coefficient
    s : int
        Sign defining whether to calculate upper or lower half-space
```
Returns
------
amplitude : function
    Function of the transform variables a and b for the TE amplitude coefficient

vals = zs.shape[0]
if vals == 0:
gamm = lambda a, b: mpmath.sqrt(((a + 0j) ** 2 + (b + 0j) ** 2) - ks[0] ** 2)
gam1 = lambda a, b: mpmath.sqrt(((a + 0j) ** 2 + (b + 0j) ** 2) - k1 ** 2)

Gam = gamma_a(zfull, kfull)
if s == -1:
    return lambda a, b: 1j * (1 + G1(a, b)) / (1 + Gam(a, b)) * 
                        (gam1(a, b) * (1 - G1(a, b)) / (1 + Gam(a, b))) ** (-1) * 
                        b / ((a ** 2 + b ** 2) * (1 + G1(a, b)))
else:
    return lambda a, b: 1j * (gamm(a, b) * (1 - Gam(a, b)) / 
                        (1 + Gam(a, b)) + gam1(a, b) * (1 - G1(a, b)) / (1 + Gam(a, b))) ** (-1) * 
                        b / ((a ** 2 + b ** 2) * (1 + Gam(a, b)))
else:
    z = zs[-1]
    Gamp = gamma_a(zfull[vals:], kfull[vals:])
    Gam = gamma_a(zfull[vals-1:], kfull[vals-1:])
    gam0 = lambda a, b: mpmath.sqrt(((a + 0j) ** 2 + (b + 0j) ** 2) - ks[-2] ** 2)
    gam1 = lambda a, b: mpmath.sqrt(((a + 0j) ** 2 + (b + 0j) ** 2) - ks[-1] ** 2)
    Ai = amplitude_a(zs[:-1], ks[:-1], zfull, kfull, k1, G1, s)

    return lambda a, b: Ai(a, b) * e ** (s * gam0(a, b) * z) / e ** (s * gam1(a, b) * z) + 
                          (s + gam1(a, b) * z) + (e ** (-2 * s * gam0(a, b) * z) + Gam(a, b))

Listing D.4: TM Amplitude Coefficient $E_i$

def amplitude_b(zs, ks, eps, zfull, kfull, epsfull, k1, eps1, G1, w, s):
    """Calculates the TM amplitude coefficient.

Parameters
----------
zs : array
    Locations of layer interface between i and i+1 layer
ks : array of complex
    Array of propagation constants for each layer
eps : array of complex
    Array of permittivities
zfull : array
    Locations of all the layers which is necessary for calculating the reflection coefficients
kfull : array of complex
    Array of all the complex propagation constants for each layer which is necessary for calculating the reflection coefficients
epsfull : array of complex
    Array of all the complex permittivities for each layer which is necessary for calculating the reflection coefficients
k1 : complex
    Other half-space propagation constant
eps1 : complex
    Other half-space permittivity
G1 : function
    Other half-space TM reflection coefficient
w : float
    Radian frequency
s : int
    Sign defining whether to calculate upper or lower half-space
Returns
-------

amplitude : function
Function of the transform variables a and b for the TM amplitude coefficient

vals = zs.shape[0]
if vals == 0:
gamm = lambda a, b: mpmath.sqrt(((a + 0j) ** 2 + (b + 0j) ** 2) - \ks[0] ** 2)
gaml = lambda a, b: mpmath.sqrt(((a + 0j) ** 2 + (b + 0j) ** 2) - \k[1] ** 2)
Gam = gamma_b(zfull, epsfull, kfull)
if s == -1:
    return lambda a, b: -(1 - G1(a, b)) / (1 - Gam(a, b)) * (\eps1 / \gamm(a, b) * (1 + G1(a, b)) / (1 - Gam(a, b))) ** (-1) * \a / (w * (a ** 2 + b ** 2) * (1 - G1(a, b)) * gamm(a, b))
else:
    return lambda a, b: (\eps0 / gamm(a, b) * (1 + Gam(a, b)) / \(1 - Gam(a, b)) + \eps1 / gam1(a, b) * (1 + G1(a, b)) / \(1 - G1(a, b))) ** (-1) * \a / (w * (a ** 2 + b ** 2) * (1 - Gam(a, b)) * gamm(a, b))
else:
z = zs[-1]
s = sign(z)
Gamp = gamma_b(zfull[vals:], epsfull[vals:], kfull[vals:])
Gam = gamma_b(zfull[vals-1:], epsfull[vals-1:], kfull[vals-1:])
gam0 = lambda a ,b: mpmath.sqrt(((a + 0j) ** 2 + (b + 0j) ** 2) - \ks[-2] ** 2)
gaml = lambda a, b: mpmath.sqrt(((a + 0j) ** 2 + (b + 0j) ** 2) - \ks[-1] ** 2)
Bi = amplitude_b(zs[:-1], \ks[:-1], \eps[:-1], zfull, kfull, epsfull,
k[1], \eps1, G[1], w, s)
return lambda a, b: eps[-2] / eps[-1] * Bi(a, b) * e ** (s * gam0(a, b) + z) / e ** (s * gam1(a, b) + z) * (e ** (-2 * s * gam0(a, b) + z) + Gam(a, b)) / \e **