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The recent demonstration of an all-optical, stored-program, digital computer by our group focused on high-speed optoelectronic design. It was made possible by a new digital design method known as time-of-flight design. A rudimentary, but general-purpose, proof of principle computer was built, which is all-optical in the sense that all signals connecting logic gates and all memory are optical in nature. LiNbO3 directional couplers, electrooptic switches, are used to perform logic operations. In addition to demonstrating stored program operation in an optoelectronic digital computer, the system demonstrated the feasibility of the new design method, which does not use any flip-flops or other bistable devices for synchronization or memory. This potentially allows system clock rates of the same order as device bandwidth.

This paper describes how the time-of-flight design method was motivated by the special properties of optoelectronic digital design. The basic principles of the method we employed will be discussed along with some of its potential advantages. The experimental work with digital optical circuits leading up to and including the stored program computer experiment will then be discussed. Finally, the future potential of time-of-flight design in high-bandwidth optoelectronic systems will be discussed.

I. INTRODUCTION

Several potential advantages of processing information optically have driven research in optical computing. In digital computing, to which this paper is confined, some limitations in the way electronics is currently used are becoming evident. Driving capacitive and inductive loads at high speeds requires high peak power, and the associated electromagnetic radiation both dissipates power and causes interference. Rise- and fall-time limitations make reducing pulsewidth for faster operation difficult. Stray capacitance and inductance hinder exact impedance matching at fanouts, thus increasing timing skew. Mechanical off-chip connections and the consequent high power needed for high-speed pin drivers are also a problem. Corresponding potential advantages of optical signal encoding come mainly from the high temporal and spatial bandwidths possible in optical transmission. Low signal dispersion results in a bandwidth of 1–10 Tb/s even for a single glass fiber channel. Optical systems that communicate in two or three dimensions offer additional space bandwidth that can be used to obtain dense interconnections without mechanical contact. Impedance matching problems at optical signal fan-outs are essentially absent, making signal timing skew orders of magnitude more controllable than in electronics. The advantages of optical encoding for information transmission do not extend to logic and switching, where electronics still has definite advantages.

A. Feasibility

Goodman [1] examined optical interconnects from the device level from the viewpoint of power dissipation, and later with Ozaktas [2] from a higher system level perspective. Miller [3] analysis was at the device level, focused on impedance transformation, and allowed for optical modulators as well as sources. Both concluded that the energetics of optical interconnection is superior to that of electronic interconnection for all but the shortest distances. Numerous experiments have explored the limits of optical communication bandwidth. For a single fiber channel, Haner [4] demonstrated ~ 100-fs resolution in a time-compressed waveform. Modulating and switching signals at such a bandwidth is more difficult. Islam [5] has demonstrated NOR gate operation at 0.3 Tb/s, and somewhat more practical fiber-logic gates, based on the
Sagnac interferometer and using physics which is potentially just as fast, have been demonstrated as switches for demultiplexing at 100 Gb/s [6]. Assisting the switching with electronics, electrooptic LiNbO$_3$ directional couplers have been demonstrated at 40 GHz [7]. Spatial light modulators which are both fast and have large space-bandwidth products are actively being pursued. Arrays of FET-SEED devices have been extensively studied recently and a single circuit has been demonstrated as capable of operating up to 250 Mb/s [8], with a 128-element array demonstrated at 50 MHz [9].

B. Advantages of Time-of-Flight Design

The work described here uses only a subset of the potential advantages of digital optical computing. The key features are high single-channel bandwidth, low dispersion, and good impedance-matching properties which lead to precisely predictable signal transmission time. For laboratory scale systems, the dominant uncertainty in signal propagation time in fiber is the temperature dependence of the index of refraction of glass. It causes signal delay to vary by about one part in $10^4 / \degree ^{\circ C}$ [10]. This precision compared to electronic delay uncertainty allows reliance on circuit layout to synchronize signals without bistable elements. Information can be stored in recirculating delay lines without using latches. Of course, even a timing uncertainty of one part in $10^4$ must be compensated for in a recirculating loop, but this can be done using clock gates, discussed below. These ideas lead to the technique of time-of-flight design, in which no flip-flops or other bistable elements are used and synchronization is based on controlled arrival time of signals at switching elements.

Techniques similar to time-of-flight design have been used in high-speed digital electronic circuits in connection with transparent latches [11] and wave pipelining [12], [13]. Applications of wave pipelining have been primarily to feed-forward combinational logic between stages of latches. On the order of 2–5 signal waves are allowed to propagate simultaneously through the logic by adding gates to short logic paths and adjusting gate delays to balance arrival times. Precise control of optical delays allows extending these techniques to circuits with feedback and significantly increasing the number of signal waves propagating simultaneously. Optical delay precision has also been used for clock distribution [14] and for interprocessor communication buses [15]. Researches at AT&T have also used latching electooptic devices to build all-optical sequential circuits [16].

C. Time-of-Flight Latchless Architectures

The work described in this paper combines all-optical circuit design with time-of-flight synchronization to build synchronous, latch-free digital systems. Electrooptic switches are used, but the electronic signals are confined to individual switches. Thus the systems are all-optical in the sense that information is in optical format except at the point it is used to control a switch. We would argue that this use of optics for communication and electronics for computation employs optics and electronics each in their most appropriate realms. The feasibility of the design method has been demonstrated by the successful operation of digital optical circuits ranging from a serial counter [17] to a complete serial stored program computer [18].

D. Outline of the Paper

The second section of this paper will develop the formal theory of time-of-flight design and describe algorithms used to realize the demonstrated experiments, as well as extensions which will be required to extend the work to high-speed optoelectronic integrated circuits. The third section will describe the optical circuit environment tools and techniques developed to design and simulate the circuits, and the several experiments. The fourth section will discuss the potential for integrated optoelectronic versions of similar digital systems.

II. THEORY OF TIME-OF-FLIGHT DESIGN

A. Basis for the Design Paradigm

Time-of-flight design assumes a) that gate and interconnection delays are precisely controllable, b) that data propagation time along signal paths is known, and c) that path delays are adjusted in design so that two signals which interact at a logic gate arrive simultaneously. A time-of-flight circuit contains only combinational logic and delays, as sketched in Fig. 1. The circuit is merely illustrative and performs no useful function. Heavy arrows represent pulse-mode signals propagating through the circuit and interacting at gates. Signals derived from several consecutive sets of inputs can be moving through the circuit at a time. There are no flip-flops or other bistable elements. Memory is implemented by feedback loops having precisely known
delays. This is in contrast to the feedback loops internal to flip-flops which have negligible delay with respect to the clock period. An explicit delay is shown as a circle labeled by the number of clock periods of length \( \Delta \) it represents. This type of design can be naturally pipelined, since precise delays prevent signals derived from a second set of inputs from overtaking those derived from an earlier set. Such systems may still be synchronous in the sense that, for any specific data bit at a point in the system, there is a master clock pulse with which it is associated. Clock gating can be used to prevent accumulation of small timing shifts in feedback loops, as discussed below.

An ideal circuit assumes memory delays are multiples of a clock period and that combinational logic is delay free, as shown in Fig. 2, drawn to correspond to the traditional sequential circuit model. Such a circuit would free run at a clock rate equal to the reciprocal of the unit delay, provided inputs were applied at the same rate. We assume pulse mode operation. Two problems must be solved to use this design method: managing components with nonzero delay, and synchronizing such free-running circuits both internally, and with external input streams. The first problem is solved for a sufficiently long clock period by reducing memory delays by the logic delay, so that the recirculation time through logic and memory is a clock period. Lumped delays are thus distributed to maintain specified delays around closed loops. Delays can also be adjusted so inputs are applied simultaneously and outputs are simultaneously available.

Synchronization is accomplished by clock gating and pulse stretching, as shown in Fig. 2, where memory elements consist of a delay and a clock gate to provide synchronization with a master clock. Although the logic performed is AND, the figure shows the clock gates as gated amplifiers to emphasize the fact that the gating operation is asymmetric. The clock gates accommodate a small arrival time uncertainty by stretching the gating pulse at \( D \) by a fraction of the duty cycle and timing it to arrive earlier than the clock leading edge by half the stretch, as shown in Fig. 3. Thus the full clock pulse is gated to \( Q \) under the worst case arrival variation in \( D \). Not only must loops be adjusted to multiples of the clock period, but logic delays must be balanced so interacting signals arrive simultaneously at a gate.

Time-of-flight circuits have the additional feature that latency can be easily decoupled from bandwidth through pipelined, or time-multiplexed, operation. For example, if pulse mode operation with less than a 50% duty cycle is assumed and the clock rate is doubled with no other change to the system, then signal pulses synchronized to odd-numbered clock pulses interact with each other exactly as did the pulses of the original system, as do signals synchronized to even-numbered clocks. The result is two time-multiplexed state machines running simultaneously at the original clock rate. We have demonstrated this time-multiplexed operation in a bit-serial, digital, optical circuit [19].

III. Graph-Theoretic Formulation

Our network theory framework for time-of-flight design starts with standard sequential design modified by the use of
delay elements for all memory. Designer-added delays and reduction of specified delays are calculated from irreducible delays in real components and the circuit logic. Two influences govern realizability, one from latency (propagation time) constraints and the other from bandwidth, where component speed and delay uncertainty constrain clock rate. We first address latency constraints.

1) Latency Considerations: Consider two versions of the circuit, both having the same network graph. The first is a lumped delay design produced by a sequential logic designer, where all delays are explicitly introduced to give correct behavior and are multiples of the clock period. The second version is a circuit with the delays distributed among all components. The second circuit is deemed to operate correctly when it has the same sequential behavior as the first, perhaps with some added delay from inputs to outputs. Let \( l \) be a loop in the circuit graph. Let \( c \) be a circuit component: logic gate, fan-out, fan-in, explicit delay, or connection. Let \( b(c) \) be the idealized delay in clock periods for a component. If \( c \) is an explicit delay element \( b(c) \) is a positive integer; if it is any other component, then \( b(c) = 0 \). Since delays through different inputs and outputs of a component may vary, let \( h(c, l) \) be the unavoidable real delay through component \( c \) when it is traversed as a part of loop \( l \). Delays are taken as negative when the loop traversal direction is opposite to signal flow.

The fastest clock feasible for a real circuit \( S \), constrained by real nonzero delays, is found by referencing it to the ideal lumped-delay circuit. A circuit \( S \) with digital operation the same as that of the lumped-delay circuit is such that the real delays \( d(c, l) \) through components \( c \in S \) while traversing any loop \( l \) of \( S \) satisfy

\[
\sum_{c \in l} d(c, l) = \left( \sum_{c \in l} b(c, l) \right) \Delta t
\]

(1)

where \( \Delta t \) is the clock period. The delay through a real device \( c \) on loop \( l \) is the unavoidable minimum delay \( h(c, l) \) plus an additional delay introduced by the designer to satisfy (1). Practically, we can assume that additional delays are added only at interconnections. To satisfy (1), the clock period must be large enough so that for all \( l \in S \),

\[
\sum_{c \in l} h(c, l) \leq \left( \sum_{c \in l} b(c, l) \right) \Delta t.
\]

(2)

Since delays are additive, it is sufficient to consider loops in a loop basis \( L \) for the graph. Figure 4 shows a circuit graph with a three loop basis and a representation of the delays on different paths through a multiterminal network component. The integers label the input and output terminals of the components. Let the three loops of a basis for the graph of Fig. 4 be \( l_1 = ABCA \), \( l_2 = BDCB \), \( l_3 = ACDA \). Then the loop \( l' = ABDA \) can be written as \( l' = l_1 + l_2 + l_3 \), with the delay around \( l' \) equivalent to the sum of the delays around \( l_1 \), \( l_2 \), and \( l_3 \). A delay \( d(c, l) \) is represented as \( d(c, m_1, m_2) \) where \( m_1 \) is the terminal through which loop \( l \) enters \( c \) and \( m_2 \) is the exit terminal, as shown explicitly.

![Circuit Graph](image)

Fig. 4. (a) A network and delays through components. (b) Signs of delays.

in Fig. 4(b). Thus in this example

\[
\begin{align*}
\quad d(A1,3) + d(B, 1, 3) & + d(D, 1, 3) \\
\quad = d(A, -2, 3) + d(B, 1, 2) & + d(C, 1, -2) \\
\quad + d(B, -2, 3) & + d(D, 1, -2) \\
\quad + d(C, -3, -1) & + d(A, 1, 2) \\
\quad + d(C, 2, 3) & + d(D, 2, 3).
\end{align*}
\]

Delays through a component \( d(c, l) \) can be associated with inputs and outputs by imagining an ideal point node where the logic takes place. Then delays can be written \( d(c, I_i, O_j) = d(I_i) + d(O_j) \) or \( d(c, O_j, O_k) = -d(O_j) + d(O_k) \). Delays make a negative contribution to a path which enters an output or exits an input. Thus all circuit delays can be uniquely associated with an edge of its graph.

The problem of implementing a circuit with real delays that has the same digital behavior as the ideal circuit is then summarized by the following theorem.

Theorem: Let \( S \) be a time-of-flight circuit and let \( c \in S \) be the components of \( S \), including logic gates, fan-out, fan-in, explicit delays, and connections. Let \( L \) be a loop basis for the circuit graph of \( S \). Let \( b(e_j) \) be the ideal delay in clock period units of the ideal lumped delays on edge \( e_j \). Take the ideal delays to be zero for all but explicit two-terminal delay devices.

A circuit with real delays \( d(e_j) \) and clock period \( \Delta t \) has an identical digital behavior to that of the ideal, lumped delay circuit provided that for all \( l \in L \)

\[
\Delta t \left( \sum_{e_j \in l} b(e_j) \right) = \sum_{e_j \in l} d(e_j).
\]

(3)

Since delays are nonnegative when the graph is traversed in the direction of signal flow

\[
\Delta t \left( \sum_{e_j \in l} b(e_j) \right) \leq \sum_{e_j \in l} h(e_j)
\]

(4)
must hold for all loops \( l \) which traverse the edges that comprise them in the direction of signal flow.

This shows that the problem of finding the minimum the clock period \( \Delta t \) for the circuit is a constrained minimization problem with constraints given by (3). Given a feasible value for \( \Delta t \), adjusting the circuit delays to give a correctly operating circuit with no excess delay is also a constrained minimization.

Although signals within an extended portion of the circuit do not settle to a stable state within the clock period, it is still possible to define a synchronous time-of-flight sequential circuit. Let master clock pulse leading edge times be \( t_i, i = 0, 1, 2, \ldots \), so that the clock period is \( \Delta t = t_{i+1} - t_i \). Let the circuit be represented by directed graph \( S \) with nonnegative delay weights associated with edges and the master clock taken as vertex 1. A synchronized, time-of-flight sequential circuit is one in which, for any vertex \( v_j \in S \), there is a reference time \( r_j \) such that the value of a logic signal at \( v_j \) at time \( t \) "refers to" or is "caused by" the master clock that occurred at time \( t - r_j \). Informally, the \( i \)th master clock pulse "occurs," or "arrives at" vertex \( v_j \) at time \( r_j = t_i + r_j \).

All signals arise from logic operations on gated versions of the clock, so one might think of the \( i \)th clock pulse as the one from which the inputs to vertex \( v_j \) at \( r_j \) are derived, but logic may be done on signals referred to several different clock pulses. \( S \) must contain at least one directed path from \( v_1 \) to any vertex \( v_j \in S \), but there may be several whose delays differ by integer multiples of \( \Delta t \). We define the reference time for vertex \( v_j \) to be the minimum total delay along any path from \( v_1 \) to \( v_j \). Signal reference times can be obtained for an arbitrary real delay circuit by solving the shortest path problem with respect to vertex \( v_1 \), which can be done in order \( n^3 \) time where \( n \) is the number of vertices. The reference times will satisfy

\[
 r_j = \min_{k \in G_j} (r_k + d(e_{kj}))
\]

where \( G_j \) is the set of all vertices providing inputs to \( v_j \).

The design problem for a synchronous time-of-flight sequential circuit can now be summarized. Taking real circuit edge delays \( d(e_{ij}) \) as the sum of an irreducible delay \( D_j \) and a designer controllable \( \delta_j \), let \( F \delta = r \) be the set of loop basis (3). Design can then be cast in the form of a constrained minimization problem [20]. To obtain the fastest circuit, it is necessary to minimize \( \Delta t \), and with a feasible \( \Delta t \) a minimal total designer added delay

\[
 \sum_j \delta_j
\]

is desirable. If \( w \) is an arbitrary weight, a standard linear programming problem formulation is

\[
 \text{minimize } w \cdot \Delta t + \sum_j \delta_j \text{ subject to } F \delta = r \text{ and } \delta \geq 0.
\]

Formal methods for solving the problem include the simplex method [21] and the shortest path method [22]. Both methods have complexity of order \( n|E| \) where \( n \) is the number of vertices and \( |E| \) the number of edges in the graph, [20]. Since component fan-in and fan-out is limited, \( |E| = n \) and computational complexity is order \( n^2 \). The above formulation shows that the clock period \( \Delta t \) depends precisely on the circuit structure and device latencies.

2) Bandwidth Considerations: Bandwidth limitations arise from both device switching bandwidth and delay uncertainty. The switching bandwidth of the slowest device in the system must be large enough to allow a clock period of \( \Delta t \). If delay uncertainty is small, as it is in the discrete component optical circuits built so far, \( \Delta t \) can be determined from the latency equations, and afterwards the amount of stretching required in the clock gates of Fig. 3 can be determined from estimates of the uncertainty. This is discussed in further detail in [20]. Bandwidth can be decoupled from latency by time multiplexing \( m \) copies of the same machine on the hardware. In this mode, \( m \) different pulse trains \( i \) for different values of \( i \bmod m \) form \( m \) independent sequential machines. If the system clock period is \( \Delta t \), each multiplexed machine has an effective period of \( \Delta t = m \cdot \Delta t \). Device switching bandwidth limits take the simple form

\[
m \leq \Delta t \cdot \min_{c \in S} \omega(c)
\]

where \( \omega(c) \) is the bandwidth of device \( c \) and \( \Delta t \) is determined by the latency, (3). Delay uncertainty limitations on a multiplexed circuit come from the need to stretch the clock gating signal sufficiently to cover absolute timing uncertainty within the constraints of the smaller clock period \( \Delta t \). Time multiplexing is discussed further in [23].

IV. EXPERIMENTAL WORK

A. Implementation Domain

It was our intent from the beginning of our efforts to not only design, but also implement a stored program digital optical computer. We felt that construction and operation of a proof-of-principle machine would go much further than a pencil-and-paper design to both establish feasibility of the technique, and to drive optical and optoelectronic component technology. Selection of optical and optoelectronic components was very limited. After careful consideration of available components, we settled on LiNbO3 directional couplers as switches, 3 dB or other ratio optical couplers for signal fan-out and fan-in, and optical fiber for interconnections. Switches were available to us from AT&T as experimental products, [24] and consisted of six, \( 2 \times 2 \) bypass exchange switches in a single package. The switches, couplers, and fiber delay elements are depicted in Fig. 5. As received, each switch has two optical inputs, \( A \) and \( B \), two optical outputs, \( D \) and \( E \), and an electronic control, \( C \). The switches employ an approximately 5-V switching signal at terminal \( C \) to switch them from the "cross," or exchange state, to the "bar," or bypass state. They also require static bias voltages in the 0–8-V range to minimize crosstalk. Since we desired
all-optical inputs and outputs, we designed optoelectronic
circuitry to convert arriving optical pulses destined for
terminal $C$ to electronic pulses, appropriately stretched and
thresholded so as to convert the switch to a five-terminal
optical device. The optoelectronic circuitry for terminal
$C$ conversion consisted of a GaAs PINFET receiver, 1-
GHz bandwidth amplifier, four ECL NOR gates for pulse
stretching, a GaAs multiplexer for electronic signal input,
and buffers to drive the switch. The electronic signal input
was used to load the machine main memory. The pulse
stretching done electronically in the prototype can be done
by merging two time-shifted optical signals, but electronic
stretching was more cost-effective. More details are given
in [19].

The AT&T LiNbO$_3$ switches used were polarization-
dependent, thus the inputs required in-line polarization
controllers or “butterflies” [25]. These manually operated
butterflies modify the polarization state to that required
for the switch input. To reduce latency the butterflies were
reduced to their minimum possible size [26]. The final
switch specifications were as shown in Table 1. Each six-
pack switch was packaged into a module containing drive
electronics, butterfly polarization rotators, and connectors.
Each module was enclosed in a 10 x 30 x 40 cm chassis.

The switch is a logically complete element and can
perform active OR, but 3-dB couplers are frequently used
as wired OR’s to reduce cost. Because of the high cost
of the switches and associated drive electronics, we chose
a bit-serial implementation. This reduces the number of
switches in the data path by a factor of the word length.
The essential control, storage, and arithmetic problems must
still be addressed, but the hardware can be minimized.

1310-nm laser diodes were used as signal sources. They
were clocked electronically, and clock pulse power was
adjusted to $\sim$ 1 mW. The complete computer required about
50 mW of optical power.

### B. Signal Quality Restoration

Additional switches were required as clock gates for
both timing and amplitude restoration. Insertion loss and
switch sensitivity limit to two the number of switches that
a signal can traverse before requiring amplitude restoration
with clock gating. Estimation of power loss and crosstalk
in a complex optical system is itself complex. Details of
a graph-theoretic algorithm for computing signal levels is
given in [27].

Even if delays can be precisely controlled in optics,
timing restoration by clock gating must be applied, at the
least, to every feedback loop in the system, because an
arbitrarily small timing error can cause a large time shift in
a signal stored in a feedback loop for a long period. The
problem of determining, for an arbitrary directed graph, a
minimum set of edges which, if removed, leave a graph
without any directed cycles is the minimum feedback
edge set problem [28]. This problem is known to be NP-
complete, e.g., [29], but is fairly tractable for real circuits
with small fan-out and fan-in.

Finding a minimal feedback edge set involves computing
the Boolean permanent (unsigned version of the deter-
minant) of the edge adjacency matrix of the circuit and
computing the prime implicants of its dual. If $f_o$ and
$f_i$ the maximum fan-out and fan-in, respectively, of any
node, then the complexity order of computation of the
permanent is no worse than $(1 + \min(f_o,f_i))^n$, where
$n$ is the number of nodes in the circuit graph. Finding
prime implicants of a Boolean expression is well studied,
and although computationally complex in general, many
effective algorithms exist for it.

### V. EXPERIMENTS WITH OPTICAL
TIME-OF-FLIGHT SYSTEMS

#### A. Binary Counters

The first digital optical circuit built with this method, a
serial binary counter, serves as an example of the design
method. The lumped delay design of a $K$-bit counter, which
is incremented by a pulse on the $I$ input synchronous
with the low-order bit of the count $s$ is shown in Fig. 6.
Components are switched electrooptic directional couplers,
fixed 3-dB couplers for fan-out as $f_1$ or fan-in as $f_3$, and

---

**Table 1 Specifications for the Electrooptic Logic Elements**

<table>
<thead>
<tr>
<th>Specification</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum end-to-end latency</td>
<td>9 ns</td>
</tr>
<tr>
<td>Rise and fall times</td>
<td>&lt; 2 ns</td>
</tr>
<tr>
<td>Insertion loss</td>
<td>&lt; 5 dB</td>
</tr>
<tr>
<td>Crosstalk</td>
<td>&lt; 20 dB</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>$\sim$ 5 $\mu$W</td>
</tr>
<tr>
<td>Pulse stretch</td>
<td>$\sim$ 4 ns</td>
</tr>
</tbody>
</table>

---

**Fig. 5.** Components used in implementing the digital optical systems.
fibers used for both interconnection and delay elements, as described above. The design implements the circuit equations

\[
s(t) = s(t - K\Delta t) \oplus (c(t - \Delta t) + I(t)) \quad \text{and} \quad c(t) = s(t - K\Delta t) \cdot (c(t - \Delta t) + I(t)).
\]

The increment input \(I(t)\) is assumed to be zero except for times \(t/\Delta t = 0 \mod K\), with low-order bit first serialization. The counter increments if either \(I(t) = 1\) or there was a carry from the high-order bit in the previous cycle. The fixed coupler used as fan-in performs a wired OR function.

To illustrate time-of-flight design we form a self-contained, free-running, counter by deriving the signal \(I\) from the clock with a one-out-of-four scaler \(G_4\) having a delayed delay from input to output. A graph representation of the free-running counter is shown in Fig. 7. Correspondences between the graph nodes and circuit components are given by Table 2. Since explicit delays and the increment generator are two-terminal devices, they are not shown as vertices, but are incorporated into edges. The one unit lumped delay is associated with \(e_8\), the \(K\) unit delay with \(e_2\), and the increment generator \(G_4\) with \(e_{11}\). The only nonzero ideal delays are \(b(e_2) = K\) and \(b(e_8) = 1\). The edge delays for the counter are sums of irreducible component terminal delays \(h\) and designer added delays \(\delta\). The irreducible delays for edge \(e_i\) are lumped into a sum \(D_i\) so that \(d(e_i) = D_i + \delta_i\). For example, \(D_{11} = h(Clock) + h(G_4) + h(F_3, B)\). Thus we can write, for each of the five loops in the basis shown, an equation relating real and lumped delays as in Table 3.

The problem is to find the smallest \(\Delta t\) such that the equations have solutions for nonnegative values of \(\delta\). The solution will not be unique since there will be cases in which reconvergent signal paths allow equal delays to be added to all paths without changing relative timing. The dominant constraint on \(\Delta t\) is often obvious, as in this case, where it is supplied by the 1-bit feedback loop for the carry. Given a feasible \(\Delta t\), the constrained minimization objective function can be reduced to

\[
\sum_j \delta_j.
\]

An algorithm to solve the problem of distributing lumped delays over the devices of this circuit is combined with schematic capture and an event-driven logic simulator into a computer-aided design system called Hatch [30]. Originally written for the Apple Macintosh, it has been transferred to Unix and Xwindows [31] and is now capable of detailed simulations of fairly large circuits. The system not only performs Boolean simulation and delay distribution but also allows specification of optical power loss and crosstalk parameters for devices, using them to identify worst case signal paths and to do a more physical simulation with analog signal levels.

Hatch was used to compute component lengths during the construction of this counter. The Hatch simulation showed that the worst case signal feedback path was through terminals \(C\) and \(E\) of switch \(S_3\) and the unit delay that forms the carry loop. The minimum delay through this path was 9 ns, thus limiting the clock speed to 100 MHz. Actually, the first counter that we constructed had a different design in which the smallest feedback loop was through two directional couplers rather than one. This limited the clock speed of this first counter to 50 MHz. Details of the 50-MHz counter design and construction are discussed in [17].

The 100-MHz counter described in [19] implemented the design of Fig. 6, and operated at 100 MHz. The same counter was operated as two 50-MHz time-multiplexed
Table 3  Loop Equations from Real and Lumped Delay Designs

<table>
<thead>
<tr>
<th>Loop</th>
<th>Real Delay</th>
<th>Lumped Delay</th>
</tr>
</thead>
<tbody>
<tr>
<td>$l_1$</td>
<td>$D_1 - D_2 - D_{10} - D_9 - D_{11} + h_1 - h_2 - h_{10} - h_9 - h_{11}$</td>
<td>$-K \Delta t$</td>
</tr>
<tr>
<td>$l_2$</td>
<td>$D_3 + D_2 + h_3 + h_2$</td>
<td>$K \Delta t$</td>
</tr>
<tr>
<td>$l_3$</td>
<td>$D_4 + D_5 - D_3 + h_4 + h_5 - h_3$</td>
<td>0</td>
</tr>
<tr>
<td>$l_4$</td>
<td>$D_6 - D_7 + D_{10} - D_5 + h_6 - h_7 + h_{10} - h_5$</td>
<td>0</td>
</tr>
<tr>
<td>$l_5$</td>
<td>$D_8 + D_9 + D_7 + h_8 + h_9 + h_7$</td>
<td>$\Delta t$</td>
</tr>
</tbody>
</table>

counters by doubling the size of the delay loops, thus demonstrating the ability to time-multiplex complete systems.

B. Memory Unit

The next experimental step was the design of a bit-serial memory. We constructed a memory consisting of 64 16-bit words. The clock rate was 50 MHz. At this clock rate, 1-bit length is approximately 4.1 ns, resulting in a total loop length of 4.2 km. End-to-end latency of the loop was thus 20.5 µs. The long memory delay loop made the effects of delay uncertainty evident, but in the simple context of a long recirculating loop. A detailed analysis of physical constraints on the capacity of a synchronous fiber storage loop can be found in [32] and results of the experiments in [32]. The experiments showed among other things that it was possible to reliably store and retrieve data from the delay line memory. Specifically, only two data bit errors were detected in 154 h of continuous testing, resulting in a bit error rate of $6.7 \times 10^{-14}$.

The complete memory module consists of the delay-line memory, a counter signifying the address of the memory location currently arriving at the output of the delay line, and a serial address comparator, as shown in Fig. 8. In operation, the address to be read from or written to (Address in) is repeatedly compared with the address of the word at the output, produced by the Address Counter, and when a match is indicated by the Address Comparator, the word is read or written. Notice that there is no physical connection between the memory loop and the counter and comparator.

The connection between them is defined by the **start data transfer** signal, which triggers the circuitry responsible for memory reads and writes. The labels CLK and WCK, respectively, represent the master clock and a word clock having a pulse every 16-bit periods, marking the low-order bit of each word.

The bit-serial design imposed by high-cost components has its most negative impact on performance in the main memory. The time-of-flight design method imposes no constraints on parallel circuitry, but cost dictates careful tradeoff between the one-loop memory described here and the other extreme of one loop per word, or even one per bit.

C. The Stored Program Optical Computer

The Stored Program Optical Computer, SPOC, contained an arithmetic and logic unit, a moderate amount of memory, and sufficient control for stored program operation. SPOC showed that a synchronous, time-of-flight, digital optical computer system could be designed [33] and constructed and operated successfully [18]. Operating at 50 MHz, the computer has a simple accumulator architecture with 16-bit words, two's-complement arithmetic, a 10-bit memory address, and an instruction set similar to that of a PDP-8 [34]. Only 64 of the possible 1024 words of memory were implemented. The design required 66 electrooptic directional couplers, although 4 were eliminated through some electronic clock generation. The memory used the 4.2-km fiber loop discussed above, and 50 fixed couplers were used for fan-out and, in a few cases, for fan-in. The computer can be seen in Fig. 9. Power supplies are on the bottom shelf, lasers, the memory loop, and clock on the next shelf, and the interconnected six-switch modules on the upper two shelves.

The SPOC proof of principle experiment demonstrated that time-of-flight digital systems are viable in a technology where delays can be precisely controlled. In the process of its development computer aided design algorithms and tools were implemented which make the design of such systems tractable. Although all-optical arithmetic and logic had been
previously demonstrated, SPOC provided the first example of substantive stored program control implemented in the optical domain. In the process of debugging the machine, it became evident that with its particular system parameters control of signal delay was not a large problem. More problems were caused by optical power losses and crosstalk in the switches. We are presently engaged in modifying the machine to run two simultaneous time-multiplexed machines each at 50 MHz.

Cost dictated using bulk electrode LiNbO$_3$ switches with a bandwidth of 200 MHz [35]. The SPOC clock rate of 50 MHz is within a factor of four of this. The 100-MHz clock rate of the time-multiplexed machine will be within a factor of two of the bandwidth, as was the clock rate of the successfully demonstrated 100-MHz counter [19].

VI. FUTURE POTENTIAL OF OPTICAL
TIME-OF-FLIGHT DESIGN

This section projects the properties of an optoelectronic integrated circuit (OEIC) version of SPOC. From properties of the discrete component computer and current research in integration technology, parameters such as clock rate, chip area, and power requirements for an OEIC are established. We attempt a balance between the conservative extreme of using only off-the-shelf technology and the optimistic extreme of extrapolating heroic experiments into the future.

The technology used to implement SPOC was limited to electrically switched directional couplers, photodetectors, amplifiers, fixed-ratio couplers, and waveguides for all storage and interconnection. These can be implemented with a multiphase approach in which an optical substrate is solder-bump-bonded to an electronic substrate. The optical substrate supplies integrated directional couplers, both switched and fixed, and waveguides for both interconnection and delay lines short enough to be folded into the available area. The electronic substrate contains photodetectors and amplifiers to drive switch electrodes from a detected optical signal. Coupling of light from the optical into the electronic substrate will be through surface gratings, and the same solder bumps which provide horizontal alignment of the flip-chip assembly can connect the driver output to traveling-wave switch electrodes. A mode-locked laser clock and any long memory delays will be off-chip. The scheme is sketched in Fig. 10.

The optical substrate might be LiNbO$_3$, some III–V material, or a polymer. Possibilities for the electronic substrate include GaAs, Si, InGaAs, InP, etc. To make concrete calculations for the integrated system, we assume LiNbO$_3$ and GaAs. Experimental data available for these technologies make prediction possible, even if another material should prove superior in the future. Use of glass fiber for main memory implies an operating wavelength of 1300 nm as in the discrete component version, or perhaps 1540 nm, to satisfy low loss and dispersion over the length of the memory loop. The photodetector technology must also work with 1300 nm. The architectural requirements of SPOC are used for the calculations because it is a general-purpose digital system with memory, processing, and control. LiNbO$_3$ directional couplers have been demonstrated with a switching bandwidth of 40 GHz [7], so we take 20 GHz as an attainable bandwidth for carefully integrated traveling-wave switch electrodes and their drivers.

SPOC required about 70 electrooptic directional couplers, about 80 fixed-ratio couplers, and 142 bits of delay for working storage and control circuit implementation. The addressable main memory is 1024 words of 16 bits for a total of 16384 bits. Integrating the working storage onto the optical substrate in folded-waveguide structures leaves only the main memory to be implemented with glass fiber off-chip. From these basic assumptions and system requirements, we have estimated the size of the OEIC. If the interconnection and layout overhead is less than 0.4 cm$^2$, the entire optical portion of the computer, exclusive of main memory, can fit within 2 cm$^2$ of LiNbO$_3$. This would still require multiplexing of the system due to the latency limit of one major clock cycle for the counter carry bit feedback loop. Thus for a machine with 500-ps minimum latency, the major clock cycle would be 2 GHz and require a factor-of-ten multiplexing for the effective machine rate of 20 GHz. The minor clock period would be 50 ps and for the 10 machines to each have 1024 16-bit words of storage would require $1024 \times 50 \times 16 \times 2 \times 10^6 \text{m/s} = 1640$
m memory loop. Note that the long access latency favors a multiloop memory. Breaking the memory into eight loops would require about 32 more switches [36], which could be supported in the OEIC.

The integration density of the GaAs substrate is driven by that of the optical substrate since drivers must be placed corresponding to the switch electrodes they drive. With 2 cm² required by the optical circuit, the density of 70 electronic drivers in a comparable area presents no fabrication problems.

Directional couplers on LiNbO₃ are well understood, but folding long delay lines onto a small area requires discussion. The two competing technologies for folding are spiral with crossovers and corner mirrors. Bending loss measurements show that spiral waveguides in LiNbO₃ with a radius of curvature greater than 10 mm have negligible excess loss over straight waveguides [37]. Crossovers to exit from a spiral are not a problem since crosstalk is less than −30 dB in proton-exchanged LiNbO₃ waveguides that cross at an angle greater than 6° [38]. The difficulty of etching LiNbO₃ is an obstacle to making corner mirrors, but a radius of curvature greater than 10 mm makes S curves practical only for convergence and divergence at the ends of couplers. Laser ablation is a possible way to make corner mirrors in LiNbO₃, but it has not been done. Recent work [39] demonstrated ridge waveguides in LiNbO₃, and the etching rates achieved could make corner mirrors and sharper bends possible. The low loss of all but very small angle crossovers gives great flexibility in laying out intersecting signals. The grating couplers, e.g., [40], needed to couple light to the detectors have negligible loss, and the dispersion angle is small enough that the ~30-μm spacing of the solder bump bonding allows the detector to collect virtually all of the light.

Submicrometer-gate GaAs FET technology can yield high-speed optoelectronic receivers [41] as well as high-speed amplifiers. The detector favored is a Metal–Semiconductor–Metal (MSM) detector which can be integrated with different GaAs FET technologies, while providing good responsivity, low dark current, and high bandwidth [42]. The GaAs FET technology can be compatible with 1.3-μm wavelength by adding a GaInAs/GaAs superlattice absorbing region for the MSM detector [43]. Projected receiver sensitivity is better than −20 dBm for 20 GHz at the 1.3-μm wavelength. The MSM detector has a size of 30 x 30 μm and a responsivity of 0.2 mA/mW. Using a transimpedance receiver circuit for large bandwidth and high sensitivity, four amplifier stages are needed for sufficient current and voltage gain. The switch electrodes act as a 50-Ω transmission line. Allowing for amplifier power, 40 mW are required for a 1-V switch. The solder bumps connecting drivers to electrodes are less than 30 μm in diameter and do not influence the impedance.

The system power is divided into optical power in the LiNbO₃ chip and fiber and electrical power for the detector, amplifier, and driver. In the integrated system, loss per switch is low since the signal seldom passes in and out of fiber. This reduces both optical-clock power and the number of switches needed to restore signal level. Not all restoring switches can be eliminated because any feedback loop must restore both power and timing. Losses in folding long waveguides must also be allowed for. Dropping unneeded restoration switches, no optical path in SPOC passes through more than four 3-dB couplers and six switched couplers. With 0.5-dB loss in an integrated switch and its interconnecting waveguides, such a path would have a loss of 15 dB. We do not count the negligible loss in the grating couplers. Estimating a minimum of −17 dBm at any detector of the OEIC, the maximum power of a gated clock is −2 dBm. Losses due to folding register delays are a few decibels, and every register includes regeneration, so these losses are not limiting. Complete estimates of the required optical power range from two to six milliwatts. Optical power is supplied by an off-chip clock generating pulses of about 50% duty cycle at the 20-GHz bit rate. A mode-locked semiconductor laser would satisfy this requirement with the worst case power estimate. The electronics associated with each switch requires ~ 40 mW for a total of 2.8 W. The power can be easily dissipated with air cooling over the 2-cm² area.

Several research problems are associated with developing such an OEIC. Adapting the general-purpose design to a specific application, say for routing and contention resolution in telecommunications, is straightforward. Since SPOC consisted of discrete components connected by fiber, geometric layout was not addressed. An extension to the Xhatch design tool to place and route while maintaining specific path lengths is needed. The design of switches with phase-matched electrodes for high-speed operation is an important problem. The large number of switches in close proximity and flip-chip connection will be new issues. The packing of waveguides has already been mentioned as an incompletely solved problem. Etched, ablated, or possibly distributed Bragg reflection corner mirrors are needed. Design of the surface gratings will concentrate on low loss. Electronic design is dominated by high speed and simplified by the lack of any long signal paths. MSM photodetectors and amplifiers are connected directly to switch electrodes without intervening transmission lines, and the end-to-end latency should be minimized, although it can be compensated for in layout to an extent.

VII. CONCLUSION

We have presented time-of-flight design and shown that digital optical circuits can be designed and built in this latch-free, dynamic manner. The theory of the design method was presented and illustrated by the design of one of the experimental optical circuits. A series of experiments leading up to the demonstration of a stored program computer showed the scope of the time-of-flight design technique. An important aspect of the method is that it allows clock rates very close to device bandwidth limits. An argument was presented for a general digital OEIC with a 20-GHz bit rate, using optoelectronic integration technology currently available in the research laboratory.
The flip-chip-bonded LiNbO$_3$ and GaAs chips are only about 2 cm$^2$ in area and dissipate only a few watts of combined optical and electrical power. Although several device integration and systems design problems would need to be addressed to realize such a digital integrated optoelectronic circuit both theory and research experiment results support its feasibility.
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