TAPHS: Thermal-Aware Unified Physical-Level and High-Levd Synthesis

Zhenyu (Peter) Gut Yonghong Yangt

tEECS Department
Northwestern University
Evanston, IL 60208, U.S.A.
{zgu646, jwall2, dickrp@ece.northwestern.edu

Abstract— Thermal effects are becoming increasingly impotant
during integrated circuit design. Thermal characteristics influence reli-
ability, power consumption, cooling costs, and performane. It is neces-
sary to consider thermal effects during all levels of the degn process,
from the architectural level to the physical level. However design-time
temperature prediction requires access to block placementvire models,
power profile, and a chip-package thermal model. Thermal-awre de-
sign and synthesis necessarily couple architectural-levdesign decisions
(e.g., scheduling) with physical design (e.g., floorplanng) and modeling
(e.g., wire and thermal modeling).

This article proposes an efficient and accurate thermal-awe floor-
planning high-level synthesis system that makes use of irgeated high-
level and physical-level thermal optimization techniquesVoltage islands
are automatically generated via novel slack distribution ad voltage par-
titioning algorithms in order to reduce the design’s power @nsumption
and peak temperature. A new thermal-aware floorplanning tebnique is
proposed to balance chip thermal profile, thereby further reducing peak
temperature. The proposed system was used to synthesize amioer
of benchmarks, yielding numerous designs that trade off pdatemper-
ature, integrated circuit area, and power consumption. Theproposed
techniques reduces peak temperature by 125 on average. When used
to minimize peak temperature with a fixed area, peak temperatre re-
ductions are common. Under a constraint on peak temperaturginte-
grated circuit area is reduced by 9.9% on average.

1. Introduction

Increasing performance requirements and system integrati
are dramatically increasing integrated circuit (IC) poaensity and,
therefore, cooling costs. Energy consumption and therssakis are
now central to the design of ICs, including both high-endringtion
processors in general-purpose computers and applicsgiecific in-
tegrated circuits (ASICs) in low-cost portable electrocmsumer
devices. Peak local temperature influences the reliabpagkag-
ing costs, cooling costs, bulk, and performance of IC. Mathese
considerations are particularly important for portableickes.

Increasing IC power consumption raises average and peak tem
peratures. Temperature variations and hot spots accourvéy
50% of electronic failures [1], most of which are due to elewcti-
gration, hot carrier effects, thermal stress, and oxidetiaébreak-
down. Power and thermal variation can also lead to signifitan
ing uncertainty, requiring more conservative timing masgthereby
reducing performance. Designers must frequently tradeothiér
design metrics, such as performance, area, and cooling, dost
meet tight thermal constraints. The interaction of powet thermal
constraints with other design metrics further increasssesy com-
plexity. As projected by the International Technology Roag for
Semiconductors (ITRS) [2], further process scaling wilboeinded
by power consumption and heat dissipation below 65 nm: itiis ¢
ical to address energy and thermal issues during IC desigmets
the urgent needs of the semiconductor industry and enahleefu
technology scaling.
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Thermal problems cannot be well solved at any single level
of the design process. Thermal characterization requietsildd
physical information, including an IC floorplan and powebfiie
as well as interconnect and chip-package thermal modelsrnidd
optimization requires a unified high-level and physicakledesign
flow. At the architectural level, reducing supply voltage caduce
IC power consumption, hence the temperature, while at tlysiph
cal level, peak temperature can further be reduced by miadithe
IC floorplan to balance the thermal profile. Furthermore,evedu-
ation and optimization of the tradeoff between IC tempesmand
other design metrics, such as performance, area, and gombist,
requires a comprehensive architectural-level and phiykeal in-
frastructure.

Incremental synthesis is a promising design techniquentiagt
be used to unify high-level synthesis and physical designmA
proves the quality of results by maintaining important pogks
level properties across consecutive physical design @sngany
of which are triggered by architectural changes [3-5]. Mueg, it
dramatically improves synthesis time by reusing and bogdipon
high-quality, previous physical design solutions thauieeg a huge
amount of time and effort to produce.

This paper presents a thermal-aware, floorplanning, inerem
tal high-level synthesis system called TAPHS. The propaset-
mental synthesis techniques rapidly determine the impaschi-
tectural changes on floorplan-dependent characteristit€ancur-
rently optimize IC thermal profile, area, and energy congionp
under performance constraints.

2. Related work

In this section, we survey related work in the two main resear
areas in which TAPHS is rooted: (1) high-level and physieaél
co-synthesis and (2) thermal-aware analysis and design.

As a result of technology scaling, it is becoming increalsing
important to consider the physical design impacts of hiaglel de-
sign decisions. This requires floorplanning and intercohastima-
tion at the highest levels of design. A few researchers haseip
ously considered incremental floorplanning [6] and the ichpéin-
corporating loosely-coupled constructive floorplanneithiw high-
level synthesis [7],[8]. Other researchers subsequersiy incre-
mental floorplanning and synthesis [4] to tightly couplehalgvel
and physical synthesis [3].

Recent studies on thermal issue focus on analysis and aatimi
tion. A number of thermal analysis approaches that try taiefiily
model chip-package designs have been proposed [9—-13].mBher
and thermal-reliability issues are becoming increasinigigortant
for IC interconnection networks due to their influence orcetami-
gration and stress migration voiding. Recent studies [18],have
proposed numerical and analytical modeling techniquesher-c
acterize the thermal profile of on-chip interconnect layet$her-
mal issues have also been considered during chip cell-{gaek-
ment [16], [17], three-dimensional IC floorplanning [18hdahigh-
level synthesis resource sharing [19].



Figure 1. Post-synthesis thermal profile without voltage islands.

3. Motivating example

In this section, we use an example IC design to demonstrate th

challenges of thermal optimization in high-level syntkesiigure 1
shows an IC floorplan produced by an integrated high-leveth®sis
and floorplanning algorithm. In this figure, the numberedaegles
are functional units, e.g., adders, multipliers, dividensregisters.
Using thermal analysis, as described in Section 8, the I@rthe
profile is determined. The temperature of each functionélisiin-

dicated by its brightness: brighter functional units arédro 85°C

is a typical thermal emergency threshold to ensure religiséeation.
In this example, functional units temperatures higher 8&HC are
white. 29 of the functional units are operating at dangdyohigh

temperatures: this chip is likely to suffer from failure sad by
thermal-related reliability problems, e.g., electronraigpn. Note
that producing the detailed chip thermal profile in Figurequires
detailed physical information, i.e., a floorplan, a powefite, and a
chip-package thermal model. Therefore, stand-alone leigtl-syn-
thesis algorithms have no means of detecting, let alonecting,
thermal crises.

High-level synthesis provides numerous thermal optinorat
opportunities. Reducing supply voltage reduces power lgops
tion, hence temperature, but may also impair performane@zefR
work on voltage islands has proposed operating differegions of
an IC at different voltages. Figure 2 illustrates the floarpbf an IC
using voltage islands. In this design, functional units assigned
to contiguous voltage islands with different supply vodiag The
brightnesses of the thick functional unit boundaries iatéictheir
voltages. In this example, three voltage islands are usedn Kig-

ure 1, functional units violating the 8% temperature constraint are

white.

A comparison of Figures 1 and 2 indicates that voltage is-

lands can dramatically improve thermal conditions. The Ipeinof
functional units with temperatures above the thermal cairdtde-

creased from 29 to 19. However, as shown in Figure 2, loadlize

hot spots still exist. The remaining hot spots are primatiky re-
sult of local concentrations in power density. Although rifiag
the assignment of operations to functional units may imgtocal
temperatures in some circumstances, in practice we fouatcttie
vast majority of thermal problems in designs already usiolgage
islands could only be resolved with thermal-aware physieaign
techniques, especially for designs with tight deadlines.

Our study suggests a rich set of high-level and physical-

level thermal optimization techniques, including mukigperating
voltages, appropriate scheduling, and thermal-awarefflaoning.
Many of the techniques to optimize IC thermal properties ats-
pact other design metrics such as area and power consumpti®n
have considered the side effects of a number of techniquesog-
ing those that allow improvements to thermal propertiedeumiain-
taining good area, performance, and power consumption.

Figure 2.

Post-synthesis thermal profile with voltage islands.

Using voltage islands has a significant impact on chip area an
performance as well as increasing the complexity of floonpitag.
Voltage islands require the addition of voltage conversard deliv-
ery circuits, as well as on-chip level shifters to supporhownica-
tion among functional units in different voltage islandsondover,
reduced supply voltage requires a longer clock period topeom
sate for reduced switching speeds. In order to use voltdgeds,
a synthesis algorithm must wisely choose the island for éaotr
tional unit, appropriately allocate timing slack to allosheduling,
and generate floorplans in which functional units in the saoie
age island are contiguous. This tightly couples the archital and
physical levels of design.

Thermal-aware floorplanning is challenging because it must

trade off multiple conflicting objectives: peak temperatuC area,
and power consumption. Adjusting functional unit posisida bal-
ance power density, thereby reducing peak IC temperatiag,im
crease chip area. Moreover, if the high-power functionatsuare
also high-activity functional units, as would be expectedhaesult
of resource sharing, they are also likely to frequently camitate
with other functional units. In general, high-connectivitinctional
units hosting operations on critical timing paths ought ¢éoptaced
near each other to minimize interconnect delay and poweswuap-
tion. However, doing so can have the side effect of increppeak
IC temperature.

Facing these design challenges, a high-quality thermataw
synthesis system must incorporate thermal optimizatiohrtigues
into a unified high-level and physical level design flow, adlae
striking wise tradeoffs among conflicting design goals.

4. Overview of TAPHS

In this section, we give an overview of TAPHS: our incremen-
tal thermal-aware physical and high-level synthesis systBAPHS
considers the thermal impact of both logic and interconpegter
dissipation. It automatically generates voltage islamisschedules
operations to reduce IC power consumption and peak tenyserat
In addition, it does thermal-aware floorplan optimization.

Figure 3 illustrates the main algorithms used in TAPHS.tFirs
the control and data flow graph is simulated with typical irpaces
in order to profile each operation and data transfer edge piidfee
information, an RTL design library, floorplanner, and thatmodel
are used to evaluate the IC temperature profile, power, anelger-
formance. Slack distribution, voltage clustering, andagé island
aware floorplanning are used to generate voltage islandssfoin
the initial solution: a fully parallel implementation. Tigeare two
loops within the high-level synthesis algorithm. In theardbop, the
clock period of the design is iteratively changed from thaimum
to maximum potentially feasible values. Incremental resikiting,
resource sharing, resource splitting (i.e., the oppositeesource
sharing), and slack distribution are used to generate saligtions.

In the inner loop, back-tracking iterative improvementsed to op-
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Figure 3. Incremental high-level synthesis algorithm

timize the RTL architecture, considering multiple objees, e.g.,
peak temperature, area, and power consumptiodorinatedsolu-
tion is inferior to some other previously encountered sofutn all
costs. Non-dominated solutions are preserved in a solatiche,

from which the designer may choose based upon the desimettra

offs among costs.

A high-quality thermal-aware incremental floorplan wasealev
oped and incorporated into TAPHS. Each time the high-leyat s
thesis algorithm needs thermal and physical informatiaguide its
moves, it extracts that information from the current, imceatally
generated, floorplan. In addition, costs derived from therfitan
are used to guide high-level synthesis moves. By using inental
floorplanning, closer interaction between high-level begsis and
physical design is possible, i.e., the high-level synthedgorithm
may determine the impact of potential changes to bindingnyghys-
ical attributes such as IC thermal profile, area, and intereot en-
ergy consumption.

5. Slack distribution

To allow voltage scaling, it is necessary to appropriatés d
tribute scheduling slack among operatior&ackis the difference
between latest and earliest start time. Determining whetfepos-
sible, and desirable, to assign an operation to a lowegagelfunc-
tional unit is not possible based on as soon as possible (ASpP
eration start times. TAPHS redistributes slack among djge®in
order to support more energy-optimal assignment of funafianits
to voltage islands.

Assume that control and data flow graphs have been partitione

into same-slack paths, as described later in this subsectiven
a single path composed of sequential operations, the slatid-
tion problem is equivalent to deciding the execution timesath
operation such that energy consumption is minimized undeard
constraint on path execution time. We shall use the follgwiari-
ables and constantB is the bound on path execution timejs the

set of all operations on the path; is the delay of an operation’s

functional unit;v; is the voltage of an operation’s functional unit;
is the threshold voltage constaht;is an execution time constari;

is the total path energy consumptianis the energy required for an

However,V; is small and a very low value afwill generally imply
an unacceptable path delay that will be prevented by theticins
on line 1. Therfore, we may assurdeis small, thus
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Note that a decrease W implies a decrease ig, which implies an
increase ird;. Therefore, for minimaE, D = ¥;c,d;. Consider the

delay and energy trade-off for an arbitrary pair of operatio
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This optimal delay ratio for two operations may be used to mat®
the optimal delay ratio for an arbitrary pair of operatioriBhese
ratios can be scaled by a dynamically computed vaijep ensure
that the constraint on line 4 is honored.
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Equations 6 and 9 yield the optimal tind, to dedicate to each
operation. By granting slack to each operation in the path $oiat
its time is proportional to its time share, we allow the vg#as-
land generation algorithm the opportunity to assign fuoral units
to voltage islands such that energy consumption may be riradn
under a hard constraint on path execution time (please sti@$6).

Thus far, we have discussed individual operation paths. -How
ever, it is necessary for TAPHS to determine slack distidimst
along numerous paths in arbitrary directed acyclic graghsper-
ations. Assigning time shares eventually has the effedeafigorar-
ily) fixing operation start times. These start times may ierfice
the earliest start times and latest finish times of operat@mnother
paths; in order to avoid deadline violations, slack disttitm is con-
ducted on operation paths in order of increasing path sléclkr-
der to generate paths, a modified depth-first search is ctentlon
a graph in which each vertex is an operation labeled withldtsks
and each edge is a data dependency. Vertex children aredvisit

operationC; is the switched capacitance constant of an operation’s increasing order of slack, thereby guaranteeing thatoesston mul-

functional unit; andx is the alpha power law constant [20].

Kv;

=W

subject to the constraif > Z d (1
iep

tiple paths will be included in minimal-slack paths.

As shown in Algorithm 1, starting from the minimal-slack Ipat
TAPHS incrementally assigns extra clock cycles to openaticAt
each step, it locates the operatignfor which the current allocated
time, tj, differs most fromd; (Step 7) and assigns it an additional



Algorithm 1 Slack distribution procedure

1: Compute all operation slacks

2: Group operations into same-slack patRs,
3: Sort pathd in order of increasing slack
4: forall pe Pdo

5. while slack remains omp do

6: Viep ti is the time assigned to operation

. arg . /ciki2 p .
7: Operation = mjln ﬁ? N —tj by Equation 9
8: Assign one additional clock cycle to operation

9. end while
10: Recompute all operation slacks
11: end for

clock cycle (Step 8). It is guaranteed that this will not tesudead-

line violations on other paths because slack distribusaairied out

on paths in order of increasing slack. Therefore, slackibdigion

on a given path is prevented from delaying any node so much tha
slack becomes negative on other paths on which the nodeAfes.
ter slack sharing is done for a given path, the slacks of alesare
recomputed and slack distribution proceeds for the next pat

6. Voltage partitioning

TAPHS uses on-chip voltage islands to optimize IC thermal
profiles and energy consumption. On-chip voltage islandsyan-
erated in two staged/oltage partitioningclassifies functional units
into different voltage levels to maximize overall power akergy
savings hence potential IC temperature reductidltage island
generationis then conducted via incremental floorplanning to pro-
duce and optimize voltage islands.

In this section, we focus on voltage partitioning under tveo d
sign constraints. First, reducing supply voltage increasecuit
propagation delay. Hence, the minimal supply voltage ofracfu
tional unit is constrained by its available time slack. Sehoin-
creasing the number of on-chip voltage levels introducgsiftant
overhead to off-chip and on-chip power supply and delivénguits.
Therefore, only a limited, design-dependent, number abga lev-
els should be generated.

In this work, we propose an efficient voltage partitioningcal
rithm. It conducts optimal voltage allocation and assignhie max-
imize overall power savings and strike judicious trades-@ffmong
different design metrics.

Motivating example

We next present an example to illustrate the voltage pamtiti
ing problem. Consider a circuit design with five functionalita
as shown in Fig. 4. For each functional uritl);, the minimal al-

lowed supply voltagev,é‘fj?, is uniquely determined by the ratio of
its time slack to its propagation delay under the initial ximaum)

supply voltage. In a voltage parti’[iowiS with S clusters, to sat-
isfy the deadline constraints of functional units, for eatister,

Wj = {FUj1,...,FUjn}, Yj € WS, its supply voltageVy, , is greater

age of the functional unit with the lowest slack-delay ratiside
this cluster. Consider the voltage partitioning shown ig.H(a).
This partitioning contains two voltage clusters, = {FU1,FU>}
andy, = {FU3,FU4,FUs}. The supply voltage oy, Vy, is 1V,
which is the minimal allowed supply voltage BJ,. The supply
voltage ofyip, Viy, is 2V, which is the minimal allowed supply volt-
age ofFUs.

Fig. 4(c) shows the energy consumptions of different vatag
partitions, which are derived using a linear scan alonguhetional
unit list. This list is sorted in order of increasing slacialy ratios
(or minimal allowed supply voltages) of functional unitshi3 figure
shows that, using linear scan, the energy curve is not maimton-
plying that an algorithm wittD (N) time complexity is necessary to
find a single voltage partitioning cut with minimal energynsamp-
tion.

W ={1}{2,3,4,5}

Vi=V,=10V 8 V,=V,=V,=2.0V g W2 ={1,243,4,5}

alallalals > P! ={1,2,3}{4,5}

[ ] ERER g w! =(12.3,4){5)
w2 34,5 g 0

(a)Voltage partitioning

FUs 1 2 3 4 5
slack vs. delay 11 0.7 0.5 0.3 0
VT (V) 0.8 1 12 15 2

C (pf) 2.0 0.2 3.0 10

WOWS W WD Ppartition

(b)FU characterization (c)Energy vs. voltage partition

Figure 4. \Voltage partitioning example.

We now define the optimal voltage partitioning problem.
Problem Definition Given N functional units{FU1,...,FUp}, and

an input M, find an optimal voltage partitionv(’;"pt, containing M
voltage clusters{tpopt]—}jzl,___,M, such that its energy consumption,
E(Whhy) < E(WM),vWM, in which EWhL) = 5, C XVLﬁom,.- Gis
the capacitance of FJFU, € quptj ,j=1,...,M.

For each functional unitFU;, to satisfy its deadline con-
straint, its minimal allowed supply voltag&’ﬂ‘j?, is uniquely de-
termined by the ratio of its slack time to its propagationagialin-
der the initial (maximum) supply voltage. Then, for eachselu
ter, Pj = {FUj1,...,FUjn}, Wj € WM, its supply voltageVy, >

unit with the lowest slack to delay ratio inside this cluster

An optimal voltage partitioning is derived using the foliog
approach. Functional units are first sorted by their slackrtgp-
agation delay ratios. Then, linear scans along the sortectifinal
unit list determine the optimal partitioning. Note that #reergy sav-
ing curve is not monotonic, implying that an algorithm wiEH{N)
time complexity is required to find an energy-optimal vo#aarti-
tioning. ForM partitions, the time complexity of this algorithm is
O(NM).

An optimal voltage partitioning algorithm of O(NZ) complexity

We introduce an optimal voltage partitioning algorithm of
O(NZ) time complexity. Its pseudo-code is shown in Algorithm 2,
which is described in a recursive formPartition() has five in-
put/output parametersFU _list points to the sorted functional unit
list. StartandEnd designate the sub-list: the portion of the original
list that needs to be partitioned. Initial§tart= 0 andEnd = N de-
note voltage partitioning targets on the whole sorted Nstdefines
the targeted number of partition cuSptTablestores intermediate
optimal partitions of sub-lists.

Partition() is invoked recursively wheM > 1 (line 1-4). For
each sub-partitioning\ cuts) on a sub-list (fronstartto End), the
optimal solution is derived using a linear scan to examireeMf
cut from Startto End, which is combined with the optimal solution
of the sub-partitioningNl — 1 cuts) on its sub-list (fronh to End).
WhenM = 1, the algorithm uses a linear scan to find the optimal cut
in the targeted sub-list (line 7).

Lemma 1 In an optimal partition lPOMpt with M voltage clus-
ters, {q"OPLlj -sWoptm }, and Mopts = Vioprz =+ = Vo> then
Vqum.i < VEqLIJT < VonpLi 17VFU]' € llJopLi-

Lemma 1 implies that the optimal partitioning can be found by
partitioning the sorted functional unit list. This lemmaagantees
the optimality of the algorithm: it uses a linear scan to exglall
the possible partitioning combinations of the sorted listjuding
the optimal solution. Using linear scan to find the optirvhbar-
titions on a sorted list wittN functional units, the computational
complexity isO (NM). To improve computation efficiency, we use a
data structure, calle@ptTable to store optimal sub-partitions. The
time complexity of partitioningM results from a linear scan of the
Mt cut multiplied by the time complexity of finding the optimal
M — 1 partitions, which only requires a linear searctOptTableta-
ble (line 5) with complexityO(N). In total, there aréM recursive



Algorithm 2 Partition(«FU _list, Start End M, «OptTablg

1: if M > 1then

22 C+«+0

3 for (i + Starti <End;i++) do

4 Partition(xFU list,i,End M — —, +OptTablg

5. EMa_ ¢ Cx (VTN )?+OptTablém — 1]

6: C+ =Cpy,

7. end for _

8 Egﬁpt(StarL End) mln{EMth:i}i(—Stal’L...,End

9 culily(Start End) < iif EM,, ; = ESh(Start End)

OptTabléM)][Star{ «+ pair(Egh(Start End), cuihiy(i,End))
E eISI_einear_Scanj*FU Jist, End, & EJ(Start End),
&cuthy(Start End))
13:  OptTablél][Starf « pair(EJy(Start End),
Cut(Start End))
14: end if

layers. SincéM is much smaller thai, the overall time complexity
of this optimal voltage partitioning algorithm @& (N?).

7. Thermal-aware floorplanning

In order to support thermal-aware, incremental, unifiechhig
level and physical-level optimization, it was necessaryntmrpo-
rate a high-quality, incremental floorplanner within TAPH\&w al-
gorithms were developed and incorporated into this floonuda to
directly support physical-level thermal optimization andirectly
support architectural-level thermal optimization.

The floorplanner within TAPHS is based on the Adjacent Con-
straint Graph (ACG) representation [21]. An ACG is a coristra
graph with exactly one geometric relationship betweenyepair of
modules. ACGs have invariant structural properties thatathe

number of edges in the graph to be bounded. Operations on ACGs;

have straightforward meanings in physical space and chgragsh
topology locally; they require few, if any, global chang&$e op-
erations of removing and splitting modules are designedfieat
high-level operation to functional unit binding decisio® obtain
the physical position of each module, packing based on kinggth
computation is employed. Simulated annealing is used taimlain
initial floorplan. A weighted sum of the area and the interwmst
power consumption is calculated for use as the floorplannst c
function, i.e.,

A+w Yy CD (10)

whereA is the areaw is the power consumption weiglt,is the set
of all wires, eis an interconnect wiré. is the unit-length switched
capacitance for the data transfer alaa@ndDe is the length ofe,
which is calculated as Manhattan distance between the tvaules
connected by the wire. Using this cost function, the floarpkx op-
timizes the interconnect power consumption, intercondelzty, and
area. The resulting floorplan will be improved during theseduent
incremental floorplanning high-level synthesis moves. réfwee,
the number of simulated annealing iterations is bounde@doae
synthesis time.

After each high-level synthesis move, the previous floarpla
is modified by removing or splitting a module. The modules and
switched capacitances are updated based upon the impdetgsf t
merges and splits. The floorplan is then re-optimized withesdy
iterative improvement algorithm using the same cost famncts
the simulated annealing algorithm. There are two reasonseca
greedy algorithm during this stage of synthesis: (1) rérogation
requires fewer global changes and less hill climbing angp&jur-
bations resulting from high temperatures may disrupt lejghkty
floorplans.

After determining the best binding across all the possilidekc
frequencies, another simulated annealing floorplannimgiswsed
for that binding. This final floorplanning stage occurs onhce
for every synthesis run. Therefore, it is acceptable to usiewer,
but higher-quality, annealing schedule than those in theritoop
of high-level synthesis, thereby improving IC area andrzganect
power consumption.

During the annealing schedule, we use a constant coolirg fac
tor,r, i.e.,

Tt=rxT (11)
whereT is the current temperature afd is the temperature dur-
ing the next iteration. The number of the perturbationsHerinitial
floorplanning run, the floorplanning for each clock frequerand
the final floorplanning are related as follows: 1:2:20. Thenau
ber of perturbations per round for the greedy iterative mapment
algorithm is the same as that for final floorplanning run.

7.1. Voltage island implementation in floorplanning

As described in Section 6, voltage island generation was in-
troduced into the high-level synthesis system in order tprove
thermal profiles and reduce energy consumption. Theretbee,
floorplanner must attempt to keep functional units assigoethe
same voltage level contiguous in order to minimize the neetefrel
converters and simplify power distribution. The floorplanmust
still honor the elements in the original cost function shawiqua-
tion 10. Pair-wise weighted edges were added between afl phi
functional units operating at the same voltage, yieldirgftilowing
updated cost function:

nvVA+2n }v Ly+ EECeDe (12)
ve ec

whereA is the arean is the number of functional unit§/ is the

set of all functional unit pairs sharing the same voltage a pair

of functional units sharing the same voltads, is the separation
between a pair of functional units sharing the same voltggs the

set of all interconnect®is an interconnect lin&y is the unit-length
switched capacitance for the data transfer alerigero in the case
of no communication), an®e is the length ofe. This approach
generates contiguous voltage islands, as well as optimaiea and
interconnect power consumption.

Figure 2, described in Section 3, shows an example of the re-
sults produced by this floorplanning algorithm. TAPHS rapgen-
erated this result using only pair-wise edges for functiom clus-
tering, i.e., hierarchical floorplanning was not requirédiote that
functional units operating at the same voltage are contigudn
some cases, keeping functional units within voltage isarwhtigu-
ous and minimizing wire length results in a slight area pgndihis
is to be expected, regardless of the quality of a floorplarberause
it is rare for a minimal-area solution to maintain contigaowlt-
age levels and minimal interconnect power consumptionirguin-
cremental improvement, operation merging (functional tesource
sharing) combines functional units with other compatibiedtional
units, always merging from the lower-voltage functionait ua the
higher-voltage functional unit in order to honor perforroarcon-
straints (please see Section 4).

7.2. Thermal-aware swap operation

As explained in Section 3, hot spots may occur because a num-

ber of functional units with high power densities are phghjcclose

to each other. Such concentrations are natural. It is comfmon
high-activity, high-power functional units to frequentipmmuni-

cate with other high-activity functional units. This casigke floor-
planner to position the functional units near each otherrdeoto
reduce interconnect power consumption. However, in sorses;a
the objectives of minimizing average power consumption raird-
mizing peak temperature conflict with each other.



We propose a thermal-aware swap operation that exchanges

hot, generally high power density, functional units witlokagen- Table 1. Comparison of non-dominated (multiobjective)

erally low power density, functional units within the samatage results

island. This heuristic sorts compatible functional unitsai volt-

age island in order of increasing temperature. The positajrthe No voltage islands Voltage islands Thermal FP
highest and lowest temperature functional units are thbanged, Example Peak Area Power Peak Area Power Peak —Power
after which the exchanged functional unit positions aréédcand : TCO) ) (W) _T(C) %) W) _T(C) W)

the operation is repeated. The thermal-aware functionialsuwap- chemical 11223364 11112666 22'1188 1%%% 112412'74 116620 9963'26 11;'18
ping heuristic halts after some proportion of the functiamats have 1237 1093 218 1033 1127 159 997 150
been moved. In practice, a proportion of 1/3 allowed a sigauifi re- 1286 1129 224 1103 950 1.62 1053 153
duction in peak temperature for most examples. dctdif 790 879 085 673 925 060 656 055

797 786 083 676 815 058 661 054

80.3 837 085 698 834 061 674 057

1 80.1 814 084 693 749 057 676 053

8' Expenmental reSU|tS 817 807 08 699 800 060 684 0.56
829 760 087 713 788 063 685 057

In this section, we present experimental results for the HBP 845 688 087 714 758 0.62 687 0.57
thermal-aware high-level synthesis system, including ttrermal dctijpeg 126.0 1182 244 1136 1176 199 1069 1.79
optimization techniques described in Sections 5, 6, and he T 1294 1072 239 1158 1149 203 1074 181
circuits described in this section were synthesized usinggister o0 s oAl Tee B 5% 190 1%
transfer level (RTL) design library based on the TSMC QuiBpro- 1409 93.6 245 1228 920 204 1133 184
cess. The experiments were conducted on AMD Athlon-basmaki_i dctiee 715 989 079 637 1064 059 623 054
workstations with 512 MB-1 GB of random access memory. All IC 71.8 956 079 655 1192 061 624 055
synthesis runs required less than 1,195 s of CPU time. 719 999 079 646 1063 059 631 054

750 87.8 080 652 1004 0.60 636 055
738 919 079 658 1079 060 640 054
8.1. Thermal model 737 917 079 668 1064 062 650 057
739 1020 082 681 1123 064 658 057
736 1020 081 687 1012 064 663 0.58

As mentioned in Section 4, thermal modeling and analysis are detwang ~07 1013 070 508 1058 042 576 030

used in the inner loop of the optimization flow to provide dtrguid- 682 975 068 591 1160 043 579 040
ance for thermal optimization. Therefore, in order to deiee the 685 108.1 0.68 60.1 108.0 0.42 581 0.39
thermal profile of our system, we integrated our original kyca 70.4 891 070 59.8 102.8 044 583 041
compact chip-package thermal model [13], into TAPHS. Tte-th 713 1005 069 611 1001 045 593 042
mal model has been validated against FEMLAB [22], an acelbat 703 101.0 070 612 1130 045 596 042
slow commercial finite-element based simulator, with less2.5% ;g'g sg'i 8';(2) gg'; 3(1)958 8'2? gg'z g'g’
estimation error on the Kelvin scale. In the following expents, 720 889 072 663 908 048 636 043
each chip design is attached to a copper heat sink usingdf@ice 708 86.6 070 667 782 047 645 043
cooling. We model two thermally conductive paths: heatigaes elliptic 136.8 1055 255 1116 1226 2.04 1080 103
from the silicon die through the cooling package to the amttgevi- 77 945 1050 157 73.7 1197 094 720 089
ronment and through the package to the printed circuit bo&keduse 977 931 156 746 1157 094 729 0.90
an ambient temperature of 46 and a silicon thickness of 2@@n. ___ 990 931 157 765 949 096 752 092
In high-end microprocessor systems more than 80% of heéss d Jacobi 5;5 ggé 8'225? é’;f ?713 8'228 551153 g'llg
pated through the first conductive path. In portable consuetee- 538 632 024 529 692 021 521 020
tronic devices, due to the tight cooling budget and limitedling 549 594 025 525 69.4 021 522 0.20
space, the impact of the secondary conductive path becdgre-s 542 600 024 531 652 021 525 0.20
cant. 544 660 025 531 617 021 526 020

54.8 58.7 0.25 53.3 62.4 0.22 52.7 0.21
54.6 58.0 0.25 53.6 64.5 0.22 53.3 0.21

8.2. Benchmarks 550 574 025 536 614 022 534 021
555 529 025 545 615 022 535 0.20
We used TAPHS to synthesize 13 synthesis benchmarks. prl 993'2 fgg‘f 11'é§ 885'; 912%1 11'118 Bgf'g 11'822
ChemicalandlIR77 are infinite impulse response (IIR) f!Iters usedin  —m 954 1038 167 879 1107 144 835 132
industry. DCT_IJPEGis the Independent JPEG Group’s implemen- 973 892 168 875 100.6 1.45 836 1.33
tation of discrete cosine transform (DCDCT_WangandDCT_Lee 958 984 1.67 880 1054 145 842 132
are DCT algorithms named after their inventors. All DCT aitfons 993 912 168 884 984 144 846 132
work on 8x 8 pixel of arrays Elliptic, an elliptic wave filter, comes 98.7 905 168 903 1023 147 855 134
from the NCSU CBL high-level synthesis benchmark suite [2a} 99 798 Lyl 9l7 830 147 866  1.34
biis the Jacobi iterative alaorithm f Vi fourth orti 98.6 845 170 922 887 147 867 1.34
cobris the Jacobi iterative aigorithm for Solving a tourth orteear random100 716 1000 085 660 988 063 636 057
system.WDF is a finite impulse response (FIR) wave digital filter. 721 99.2 085 657 99.6 062 642 058
The largest benchmark, Jacobi, has 24 multiplicationsyBidns, 72.7 997 086 676 851 0.67 646 062
8 additions, and 16 subtractions. In addition, we generated_D- 732 854 08 672 873 064 646 0.60
FGs using a pseudo-random graph generator [24]. Randond€0 h 741 915 086 665 923 063 647 058
20 additions, 15 subtractions, and 19 multiplications. dven200 ;gg gi'g g'gg gg'g gg'; g'gg 2‘5"; 8'653513
has 39 additions, 44 subtractions, and 36 multiplicatidiee same 737 878 086 684 822 064 653 059
sample periods (deadlines) were used for the benchmarks evia¢ 750 891 088 694 865 068 653 062
uating each synthesis technique. 744 863 087 681 793 064 655 060
739 870 085 689 804 066 661 061
Lo 742 855 087 742 768 072 672 066
8.3. Multiobjective results 765 841 087 735 629 073 698 0.66
791 683 088 731 712 072 701 0.66
Table 1 shows the results of doing full multiobjective optia random200  90.8 902 177 814 1120 137 762 1.20
tion of peak temperature, area, and energy consumptionota t - 3;-% 23'800 (1);; 22-% 38'425 %)%; 285'3 %)%%
we compared 13 benchmarks. For each benchmark, the tamssho " 748 969 073 678 1018 059 670 055

non-dominated solutions produced by TAPHS. Due to space con
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Figure 5. Peak temperature comparison

straints, we sorted the solutions for each problem in orden-o
creasing peak temperature and uniformly eliminated alldaven
solutions.

For each solution, the left column indicates the name of the
benchmark. The next three columns show the peak tempesature
areas, and power consumptions of solutions produced witising
voltage islands or thermal-aware floorplanning moves. Asa&-
ported as a percentage of the area of the an initial solutitmout
resource sharing or voltage islands. The floorplanner tyfgibas an
area efficiency ranging from 75%—90% for these benchmansnF
these columns, it should be clear that it is possible to todfipeak
temperature for area as long as a thermal model is available d
ing multiobjective synthesis. However, improving both extijves
requires architectural-level and physical-level theroatimization
techniques.

The next three columns show the results produced using volt-
age islands, but without using thermal-aware floorplanmhayes.
From these columns, it is clear that voltage islands yieddificant
improvements in peak temperature, area, and power congumpt
For example, the peak temperatures of the lowest peak tamoper
solutions to each problem were reduced by an average of €2.5

The next two columns show the results produced using both
voltage islands and thermal-aware floorplaning moves. Matethe
areas of these solution are the same as those without thamaae
floorplanning moves. Combined with voltage islands, thititéque
allowed an average of 3°C reduction in peak temperature.

Figure 5 shows only the lowest peak temperature for each
benchmark after synthesis with voltage islands and theawakre
floorplanning moves, with voltage islands but without thakaware
floorplanning moves, and without voltage islands. As thisiriég
indicates that both voltage islands and thermal-awaregdlanning
moves can substantially reduce IC peak temperature, atththeel-
ative contribution of each technique depends on the bendghnha
general, the best results were produced when these teesnicgre
used together.

In addition, given the same area, TAPHS achieves lower peak
temperatures for most benchmarks. For example, the pegletem
ture of pr2 was reduced from 958 to 88.4°C with the same area.
Similar reduction were possible fdct.dif, dctijpeg, anddctlee In
addition to reducing peak temperature, the proposed tgahgeican
also be used to reduce area given a fixed peak temperaturen Whe
constraining temperature to the lowest temperature solftund
without thermal optimization techniques, using voltaderids and
thermal-aware floorplanning reduced area by, on avera@#.9.

9. Conclusions

In this paper, we have described TAPHS, a thermal-aware high
level synthesis system that uses a tightly integrated taemodel
and incremental floorplanner to optimize ICs peak tempesafu
areas, and power consumptions, while meeting performaone ¢
straints. In order to optimize peak temperature, it was sey
to tightly integrate floorplanning, wire modeling, powebfile gen-

eration, and chip-package thermal analysis with hightlsyathe-
sis. Experimental results indicate that TAPHS is able tderaff
peak temperature, IC area, and power consumption. The gedpo
techniques allowed a reduction in peak temperature of X2.%n
average. Peak temperature was also reduced under a fixecbarea
straint. Moreover, we have found that thermal optimizati@m
allow significant improvements in IC area under temperatane
straints. We conclude that it is important to incorporateritihal op-
timization in high-level synthesis to support continuedréases in
device and power density.
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